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1. Introduction

The study of metrics of positive scalar curvature on spin manifolds has been
traditionally related to the spectral properties of the Dirac operator.

The fact that the vanishing of polynomials in Pontrjagyin classes, or the non-
existence of harmonic spinors is a necessary condition for the existence of a metric
of positive scalar curvature is known since Lichnerovicz [24] and Bochner-Yano [41].

The emergence of the Atiyah-Singer Index Theorem and its cohomological for-
mulas in preliminary form led to Hitchin [20] to formulate the vanishing of the mod
2 index of the dirac operator, which finally led to formulations in terms of real
K-theory and Clifford-linear operators.

Given a smooth compact spin manifold M of even dimension and a choice of
a spin structure, there exists a polynomial in Pontryagin classes Â, such that the
index of the Dirac operator of M with respect to the spin structure satisfies the
equality

Â(M) = Index(D).

Hitchin constructed an invariant taking values on the coefficients of real K-
Theory, viewed as the K-theory of modules over a Clifford algebra.

In symbols,

α(M) ∈ KOn.
Denoting the fundamental group of the spin manifoldM by π, the (spin) bordism

invariance of the index has as consequence that Hitchin’s construction defines a
natural transformation of homology theories between spin bordism and connective
real K-homology

D(M) : ΩSpin
n (Bπ)→ kon(Bπ).

Gromov and Lawson [17] established the fact that the vanishing of the KO- Pon-
tryagin nubers of Anderson-Brown-Peterson [2] is a necesary condition for the exis-
tence of a metric of positive scalar curvature on a spin manifold. Trough the surgery
theorem in loc.cit [17], and [18], they established that the question of whether a
spin manifold of positive scalar curvature of dimension greater or equal than 5 is a
problem of the spin bordism class of the given spin manifold.

They also conjectured that the vanishing of the α-invariant described above is
sufficient for the manifold with fundamental group π to admit a metric of positive
scalar curvature.

Rosenberg in [33] elaborated on these results to construct a refinement of the α-
invariant and he formulated the following Conjecture which will be the main topic
of this note.
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Conjecture 1.1 (Gromov-Lawson-Rosenberg ). Let M be a smooth, compact spin
manifold of dimension n ≥ 5, and fundamental group π. Then, M admits a metric
of positive scalar curvature if and only if the invariant Ind(M) = A◦per◦D taking
values on the real K theory of the reduced real group C∗- algebra KOn(C

∗
r (π))

vanishes.

The invariant ind(M) is defined as follows. The first map in the composition is
the map D, which associates to the cycle for spin bordism (M,f), the image of the
ko-theoretical fundamental class f∗(D(M)). The map f :M → Bπ is the classifying
map for the fundamental group, and the periodicity map per from connective to
periodic real K- theory followed by the Baum-Connes assembly map A. In symbols

ΩSpin
n (Bπ)

D→ kon(Bπ)
per→ KOn(Bπ)

A→ KOn(C
∗
r (π)).

S. Stolz in [36] proved the conjecture in the simply-connected case, using his
previous result in [37] which contains an identification trough computations with
the Adams spectral sequence of the kernel of the α-invariant. In slightly more detail,
the kernel of the α-invariant is generated by manifolds which are fiber bundles with
fiber HP 2 and structural group PSp(3).

The conjecture has been proved for several groups, including groups with periodic
cohomology [6], the semidihedral group of order 16 [25], and several torsionfree
groups for which the Baum-Connes assembly map is injective. This includes notably
Fuchsian groups [11], surface groups, and free groups. On the other hand, there
exists a reduced number of infinite groups containing torsion [21], [10] for which
the conjecture is known to hold as a consequence of computations of connective
ko-homology.

The conjecture is known to be false for the group Z3 × Z/4 [34], and several
torsionfree groups [14] but the question whether the conjecture is valid for finite
groups remains open.

We will prove in this text the following result

Theorem 1.2 (Main Result). The Gromov-Lawson-Rosenberg Conjecture is true
for the group Z/4× Z/4.

Theorem 1.2 includes substancial previous work of the Ph. D. theses of Christian
Siegemeyer [35] and Raphael Reinauer [31], defended at the University of Münster
under the supervision of Michael Joachim.

The method we employ will consist of first establishing in 3 the structure of the
integral and mod 2 cohomology of Z/4×Z/4 as a module over the Steenrod Algebra
and the subalgebras A1 and E(1). Ingredients here are, besides from the actual
cohomology computation, the splitting theorem 3.2.

Moreover, we will produce a minimal resolution of all relevant modules over the
Steenrod algebra.

In section 2 we use the previous information as input for the determination of
the connective ko-Theory groups of the group Z/4 × Z/4 by the Adams spectral
sequence.

We need to determine differentials of the Adams Spectral sequence; we will do
this in section 6. We do so by comparing to the Atiyah-Hirzebuch spectral sequence
in the η-c-r exact sequence 5.1, and obtain differentials in Adams degree up to four.

We will prove that there are no higher differentials, and after analyzing hidden
Adams extensions, the computation of the connective ko-theory of the classifying
space for Z/4× Z/4 is achieved.

In the final section, 6, we guarantee that the subgroup of spin bordism classes of
manifolds with positive scalar curvature exhausts the kernel of the α-invariant by
constructing explicitely the manifolds representing the kernel of the alpha invariant.
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We use two distinct methods for the even and odd dimensional case. In the even
dimensional case, we introduce homological considerations, and the odd dimensional
argument follows closely previous constructions using η-invariants.

1.1. Aknowledgements. The first author thanks suport of DGAPA-UNAM grant
IN101423. The first two authors aknowledge support of CONAHCYT Grant CF-
2019 217392. The first and third author thank Michael Joachim for the generous
introduction to the topic, and several discussions along the years.

2. The Adams Spectral sequence and the Atiyah-Hirzebruch Spectral
Sequences

We will introduce now the mod 2 -Adams spectral sequence.

Definition 2.1. The mod 2 Steenrod algebra A is the F2- algebra of stable coho-
mology operations in mod 2 cohomology. It can be defined in terms of the following
axioms.

(i) The algebra A is generated by elements

{Sqi | i ∈ N ∪ {0}}
called Steenrod squares.

(ii) Sq0 = 1.

(iii) (Adem relation) Sqa ◦ Sqb =
⌊a/2⌋∑
c=0

(
b−c−a
a−2c

)
Sqa+b−cSqc.

Recall the following well-known cohomological properties of Steenrod squares.
The multiplicative structure refers to the usual cup product in ordinary cohomology.
See [28], [1] for more details.

• The elements Sqi correspond to cohomology operations

Sqi : H∗( )→ H∗+i( ).

Moreover, this defines a structure of graded module over the mod 2-Steenrod
algebra on the cohomology of a fixed space H∗(X).

• Sq1 is the mod 2-Bockstein homomorphism.
• If x ∈ H∗(X), and i > deg(x), then Sqi(x) = 0.
• If x is of cohomological degree n, then Sqn(x) = x2.
• For the connecting homomorphism for the lang exact sequence in coho-
mology δ∗, the equality Sqi ◦ δ∗ = δ∗ ◦ Sqi holds.

• The cartan formula holds: Sqn(xy) =
∑

i+j=n

Sqi(x)Sqj(y).

The following subalgebras of the mod 2 Steenrod algebra will be important for
the determination of the E2 terms of the Adams spectral sequences.

Definition 2.2. We introduce the following subalgebras of the mod 2 Steenrod
algebra.

• The subalgebra A1 is defined as the subalgebra generated by Sq1 and Sq2.
In terms of generators and relations , it is the quotient

⟨Sq1, Sq2 | Sq1Sq2Sq1 = Sq2Sq2⟩.
• The subalgebra E(1) is the exterior algebra generated by Q0 = Sq1 and
Q1 = Q0Sq

2 − Sq2Q0.

We will consider (graded) modules over the algebras A, A1, and E(1). We recall
briefly the relevant definitions, which appear for instance in [40], [26].

Let Γ be an algebra over a field K with augmentation

ϵ : K→ Γ,
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and unit

η : Γ→ K.

Definition 2.3. Given two graded modulesM and N over Γ, a K- homomorphism
f :M → N is of degree t, where t is a natural number if it satisfies f(Mq) ⊂ Nq+t.
Denote the K- vector space of homomorphisms of degree t between graded modules
M , and N as

homt(M,N).

Definition 2.4. The suspension functor Σ : Γ−MODULES→ Γ−MODULES is
defined on a graded Γ- module M as

ΣMn =Mn+1.

The iterated suspension functor Σn is defined inductively as

Σ0 = 1, Σk=1 = Σ ◦ Σk−1.

Definition 2.5. Let M , and N be a pair of graded Γ-modules, and let P∗(M) be a

projective resolution of the Γ-module M , s ≥ 0, and t ∈ Z. The Ext- groups Exts,tΓ

are defined as

Exts,tΓ (M,N) = Hs(homt(P∗(M)), N).

As it is usual in homological algebra, the definition does not depend on the
particular resolution.

Recall the existence of the Yoneda product

Exts,tΓ (L,M)⊗ Exts
′
,t

′

Γ (M,N) −→ Exts+s
′
,t+t

′

Γ (L,N).

The following result concerns the construction and convergence of the Adams
spectral sequence, and it is proved in [1], chapter 15 in page 316.

See [1], chapter 15 and [29], Chapter 2 for proofs of the following result.

Theorem 2.6. Let X, and Y be connective CW -spectra for which the mod2-
homology of X if is finitely generated in every degree, and for which Y is finite.
Then, there exists a spectral sequence with E2 term

Exts,tA (H∗(X), H∗(Y )).

It converges to the 2-adical completion of the stable homotopy groups of classes
of maps between X and Y .

πs−t[X,Y ]2̂.

Remark 2.7. For further reference, let us unravel the gradings of differentials for
the classical Adams spectral sequence. The differentials dr have the Adams grading,

dr : E
s,t
r −→ Es+r,t+r−1

r .

Denote by ko the connective real K- theory spectrum.
Similarly, denote by ku the connective complex K- theory spectrum.
The following result, atributed to Stong [38] simplifies substantially the E2 terms

of the Adams spectral sequences converging to the real and complex connective K-
homology groups.

Theorem 2.8. The following F2-algebras are isomorphic.

(i) H∗(ko,F2) and A⊗A1
F2.

(ii) H∗(ku,F2) and A⊗E(1) F2.

(iii) H∗(HZ) and E(0) = A⊗A1
A1/⟨Sq1⟩.
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The existence of the Adams spectral sequence together with the previous theorem
has as consequence the following corollary.

Corollary 2.9. Let G be a finite 2-group.

• The E2 term of the Adams spectral sequence converging to ko∗(BG) can
be identified as

Exts,tA1
(H∗(BG),F2).

It converges to kot−s(BG).
• The E2 term of the Adams spectral sequence converging to ku∗(BG) can

be identified as

Exts,tE(1)(H
∗(BG),F2).

It converges to kut−s(BG).

Section 3 will discuss explicit resolutions of the group cohomology as a module
over the Algebras A1, and E(1).

We introduce now notation which will allow us to understand periodicity phe-
nomenae on the E2-term of the Adams spectral sequence and the ko, respectively
ku-homology of finite groups.

Recall that the homotopy groups of real connective K-Theory are as follows

πi(ko) =


Z/2 i

4≡ 1, 2

Z i
4≡ 0

0 else.

As a graded algebra, the coefficients⊕
∗
π∗(ko)

are the truncated algebra

Z[η, α, β]/η3, 2η, αβ, α2 − 4β,

where η is of degree 1, ω is of degree 4, and µ is of degree 8.

Lemma 2.10. The Adams spectral sequence converging to the coefficients of ko2̂
has as E2 term

F2[h0, h1, a, b]

h0h1, h31, h1a, a
2 − h0b.

The element h0 has degree (1, 1), h1 has degree (1, 2), a has degree (3, 7), and b has
degree (4, 12). It collapses and it is depicted in picture 2.1.

Lemma 2.11. The Adams spectral sequence converging to the coefficients of ku2̂
has as E2 term

F2[h0, v],

with h0 of degree (1, 1), and v of degree (1, 3). It collapses and it is depicted in
picture 2.2.

Besides from the Yoneda product, we will need the cap product structure for the
spectral sequences converging to ko and ku.

Theorem 2.12. Let E be a connected ring spectrum, and let X be the suspension
spectrum of a pointed space. Then, there exists a cap pairing

∩ : Es(X)⊗ Es+t(X)→ Et(X)
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Figure 2.1. Adams spectral sequence converging to π∗(ko2̂).
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Figure 2.2. Adams spectral sequence converging to π∗(ku2̂).

Proof. The pairing is given by assigning to representatives

α : Σ∞−s(X)→ E ∈ Es(X),

and

β : Ss+t → E ∧X ∈ Es+t(X)

the composition

St
β→ S−s ∧ E ∧X (τ∧1)◦(1∧∆)→ E ∧ S−s ∧X ∧X 1∧α∧1→ E ∧ E ∧X µ∧1→ X.

□

Remark 2.13 (Cap pairing for the Adams Hirzebruch spectral sequence). We will
need both the cap pairing and the external smash product for the Adams spectral
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sequence converging to ko and ku. In a second stage, we will need these algebraic
structures for the Ext- terms obtained for modules over A1 and E(1). The following
result has as objective the external spash product.

Theorem 2.14. Let E be a connected ring spectrum such that H∗(E) is of finite
type, and let X be the suspension spectra of a finite CW complex. Then, there exists
a pairing

Ês,tr ⊗ Eu,vr → Eu+s,v−tr

of the Adams spectral sequences Ês,tr ⇒ Es+t(X), where

Ês,tr = Exts,−tA (H∗(E), H∗(X)),

and
Eu,vr ⇒ Eu+v(X),

for
Eu,vr = Extu,vA1

(H∗(E)⊗H∗(X),F2).

This product is compatible with the cap product pairing of definition 2.12.

Since we will be dealing with the Hopf subalgebras E(1), and A1 of the Steenrod
algebra, we will need the following results and definitions.

Definition 2.15. A Hopf algebra over F2 is a tuple (A,∇, u,∆, ϵ, S) consisting of

(i) A connected and graded F2 algebra (A,∇, u).
(ii) A connected and graded F2-coalgebra (A,∆, ϵ).
(iii) An F2- linear map χ : A → A, called conjugation such that the alge-

bra structure is compatible with the coalgebra structure: ∇ and u are
coalgebra homomorphisms, ∆ and ϵ are algebra homomorphisms, and the
following diagram commutes:

A⊗A χ⊗id
// A⊗A

∇

""

A

∆

<<

ϵ
//

∆
""

F2
u

// A

A⊗A
id⊗χ

// A⊗A
∇

<<

Definition 2.16. Let A be a Hopf algebra over F2.
A Hopf ideal is an F2-algebra which is an ideal when restricting to the algebra

structure of A such that
∆(I) ⊂ I ⊗A+A⊗ I.

(i) The subset I(A) := ker(ϵ) is an ideal, called the augmentation ideal.
(ii) A subalgebra B ⊂ A is a Hopf subalgebra if it is a subcoalgebra and

χ(B) ⊂ B.
(iii) A subalgebra B is called normal if

AI(B) = I(B)A,

where I(B) is the aumentation ideal of B.
(iv) An F2-vector space together with a structure of a left A-module is called

a left module of A.

Remark 2.17. Given a Hopf algebra A, the coaction defines a natural A-module
structure on a tensor product M ⊗N of left A- modules by

A⊗ (M ⊗N)
∇⊗1⊗1→ A⊗A⊗M ⊗N 1⊗τ⊗1→ A⊗M ⊗A⊗N λM⊗λN→ M ⊗N,
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where τ interchanges the factors A andM , and λN , λM denote the homomorphisms
given by the module structures of M and N .

The following lemma is proved in [38], [27].

Lemma 2.18. The Steenrod Algebra A is a Hopf algebra. Both A1 and E(1) are
normal subalgebras of the Steenrod Algebra A.
Lemma 2.19. For a normal subalgebra B ⊂ A, J := AI(B) is a 2-sided ideal, and

A//B := A/J

inherits the structure of a Hopf algebra. There exists an isomorphism of Hopf
algebras

A//B ∼= A⊗B F2.

Theorem 2.20. Let A be a Hopf algebra, and let B be a subalgebra. For an A-
module M with module structure

λ : A⊗M →M,

we denote the underlying B-module M by |M |. Then

• There is an isomorphism of A-modules

(2.21) A⊗B |M |∼= A//B ⊗M.

where we denote by ⊗ the tensor product over F2. The algebra A acts on
the left hand side only on the A-factor.

• On the right hand side of 2.21, the module structure over the algebra A is
defined by

A⊗A//B ⊗M → A//B ⊗M
a⊗ c⊗m 7→

∑
i

(a
′

ic)⊗ (a
′′

im),

where
∆(a) =

∑
i

a
′

i ⊗ a
′′

i .

Theorem 2.20 has the following consequence for the subalgebras A1, and E(1)
[38].

Corollary 2.22. Let X be a spectrum. Then, there exist isomorphisms of A-
modules

• θA1
: A⊗A1

H∗(X;F2)→ (A⊗A1
F2)⊗H∗(X;F2).

• θE(1) : A⊗E(1) H
∗(X;F2)→ (A⊗E(1) F2)⊗H∗(X;F2)

• The isomorphisms θ induce isomorphisms

Ext∗,∗A1
(H∗(X);F2) ∼= Ext∗,∗A (H∗(ko)⊗H∗(X),F2).

Ext∗,∗E(1)(H
∗(X);F2) ∼= Ext∗,∗A (H∗(ku)⊗H∗(X),F2)

Lemma 2.23. Let X and Y be connected spectra such that H∗(X) and H∗(Y ) are
of finite type. Let P∗ → H∗(X) and Q∗ → H∗(Y ) be free A- resolutions. Then
P∗ ⊗Q∗ → H∗(X ∧ Y ) is a free A- resolution. The pairing

homA(H
∗(X),F2)⊗ (homA(H

∗(Y ),F2))→ homA(P∗ ⊗Q∗,F2)

given by
(Ps → ΣtF2)⊗ (Qu → ΣvF2) 7→ (Ps ⊗Qu → Σt+vF2).

induces a pairing of Ext- groups

Exts,t(H∗(X),F2)⊗ Extu,v(H∗(Y ),F2).
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Theorem 2.24. Let A be the Steenrod algebra, and let B be a subalgebra of A.
Let X and Y be connected spectra of finite type, and let E be a ring spectrum with
H∗(E) = A//B and multiplication µ : E ∧E → E. Then, the smash pairing of Ext
groups

Exts,tA (H∗(E)⊗H∗(X),F2)⊗ Extu,vA (H∗(E)⊗H∗(Y ),F2)

��

Exts+u,t+v(H∗(E)⊗H∗(E)⊗H∗(X)⊗H∗(Y ),F2)

��

Exts+u,t+v(H∗(E)⊗H∗(X)⊗H∗(Y ),F2)

is compatible via the change of rings isomorphism with the cap product pairing of
Ext groups for B-modules

Exts,t(H∗(X),F2)⊗ Extu,v(H∗(Y ),F2)→ Exts+u,t+v(H∗(X)⊗H∗(Y ),F2).

Here, the first morphism denotes the tensor product on the Ext groups introduced
in 2.23. The second morphism is induced by µ.

We will use the smash product structure of the Adams spectral sequence to
define a cap product.

Let X be the suspension spectrum of a pointed CW -complex. Denote the
Spanier-Whitehead dual of X by D(X). Consider the duality morphism

u : S → D(X) ∧X.
The functional spectrum is denoted by

F (X,E).

Notice the weak equivalence

D(X) ≃ F (X,S).
A general reference for Spanier Whitehead duality in the category of spectra is [30].
We will need the following two results for the construction of the cap structure.

Lemma 2.25. The duality morphism induces

• An A-linear pairing

u∗ : H∗(DX)⊗F2
H∗(X)→ F2.

• An isomorphism of A-algebras
H∗(DX) ∼= homF2

(H∗(X),F2).

Proposition 2.26. Let E be a spectrum and let X be the suspension spectrum of
a finite CW complex. Then there is a natural isomorphism

homA(H
∗(E ∧D(X)),F2) ∼= homA(H

∗(E), H∗(X)).

Proof. Let {eα} be an F2- basis of H
∗(X), and let {eα} be the corresponding dual

basis of H∗(D(X)) with respect to the nondegenerate pairing u∗ : H∗(D(X)) ⊗F2

H∗(X)→ F2. Furthermore, let {fβ} be a basis of H∗(E). We will define maps

homA(H
∗(E ∧D(X)),F2))

ϕ
→←
ψ

homA(H
∗(E), H∗(X)).

For T ∈ homA(H
∗(E ∧D(X)),F2), we define ϕ(T ) to be the composite

fβ 7→
∑
α

fβ ⊗ eα ⊗ eα T⊗17→
∑
α

Tαβ (eα),
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where Tαβ := T (fβ ⊗ eα).
For an element

S ∈ homA(H
∗(E), H∗(X)),

we define ψ(S) to be the composite

fβ ⊗ eα S⊗17→
∑
α′

Sα
′

β eα′ ⊗ eα u∗

7→ Sαβ ,

where Sαβ = u∗ ◦ (S ⊗ 1)(fβ ⊗ eα).
□

Theorem 2.27. Let X be the suspension spectrum of a finite pointed CW -complex.
Let E be a connected spectrum such that H∗(E) is of finite type. Then, the Adams
spectral sequence

Exts,t(H∗(F (X,E)),F2)⇒ [S, F (X,E)]2̂
∼= [X,E]2̂.

Is naturally isomorphic to the Adams spectral sequence

Exts,t(H∗(E), H∗(X))⇒ [X,E]2̂.

Proof. Given an Adams resolution of E

. . . // F2

��

// F1
//

��

F0
=
//

��

E

K2 K1 K0

,

we smash with D(X) to obtain an Adams resolution for E ∧D(X).

. . . // F2 ∧D(X)

��

// F1 ∧D(X) //

��

F0 ∧D(X)
=
//

��

E ∧D(X)

K2 ∧D(X) K1 ∧D(X) K0 ∧D(X)

.

Due to proposition 2.26 we obtain an isomorphism

homt
A(H

∗(ΣsKs ∧D(X)),F2) ∼= homt
A(H

∗(ΣsKs), H
∗(X)),

which induces after taking homology an isomorphism

Exts,tA (H∗(ΣsKs ∧D(X)),F2)) −→ Exts,t(H∗(ΣsKs), H
∗(X)))

□
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Definition 2.28. The cap product is defined as the composition

Exts,−tA (H∗(E), H∗(X))⊗ Extu,vA (H∗(E)⊗H∗(X),F2)

��

Exts,−tA (H∗(E)⊗H∗(D(X))⊗ Extu,vA (H∗(E)⊗H∗(X),F2)

��

Extu+s,v−tA (H∗(E)⊗H∗(E)⊗H∗(D(X))⊗H∗(X),F2)

(1⊗∆X)∗
��

Extu+s,v−tA (H∗(E)⊗H∗(E)⊗H∗(D(X))⊗H∗(X)⊗H∗(X),F2)

Ext∗,∗A (µ∗⊗ev∗⊗1)

��

Extu+s,v−t(H∗(E)⊗H∗(X),F2),

where µ : E∧E → E is the product in E, and ev : D(X)∧X → S is the evaluation
map.

Corollary 2.22 together with definition 2.28 has as consequence the following
result, which is the cap structure that we will need in sections 4 and 5.

Theorem 2.29 (Cap Pairing for sub-hopf algebras). Let A be the Steenrod algebra
H∗(H), and let B be a subalgebra of A. Furthermore, let X be a pointed finite CW
complex, and let E be a ring spectrum with H∗(E) ∼= A//B. Then, the cap product
pairing of Ext groups over the algebra A 2.14 is compatible via the change of rings
isomorphism with the cap pairing

Extu,−vB (F2, H
∗(X))⊗ Exts,tB (H∗(X),F2)→ Extu+s,t−vB (H∗(X),F2).

Proof. Since the cap structure 2.14 is induced by the smash product, it is compatible
with the change of rings isomorphism from Corollary 2.22. □

2.1. The Atiyah-Hirzebruch Spectral Sequence. Given a generalized coho-
mology theory H∗ represented by a spectrum E, there exist spectral sequences
converging to H∗ (of cohomological type )and to H∗ (of homological type). The
differentials of the spectral sequence of cohomological type are natural transfor-
mations of cohomology theories, and their description will be needed to deduce
differentials of the Adams spectral sequence in section 4 and 5.

Theorem 2.30. Let E be a spectrum, and denote by H∗ and H∗ the cohomology,
respectively homology theories associated to E. There exist spectral sequences

Ep,q2 = Hp(X,πq(E)),

E2
p,q = Hp(X,πq(E)),

of cohomological, respectively homological grading, which converge to the cohomology
theory H∗, respectively H∗

The construction of the Postnikov System for the spectrum KO, and hence for
the connective version ko has as consequence the following result:

Lemma 2.31. The primary differentials in the cohomological Atiyah-Hirzebruch
Spectral sequence for ko are as follows:
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• Hp(X, ko8q)
d2→ Hp+2(X, ko8q+2) is Sq2 ◦ r : Hp(X,Z) → Hp+2(X,F2),

where r is the reduction.

• Hp(X, ko8q+1)
d2→ Hp+2(X, ko8q+2) is Sq

2 : Hp(X,F2)→ Hp+2(X,F2).

• Hp(X, ko8q+1)
d3→ Hp+3(X, ko8q+2) is Sq3 = Sq1 ◦ Sq2 : Hp(X,F2) →

Hp+3(X,Z).
• Hp(X, ko8q+4)

d5→ Hp+3(X, ko8q+8) is Sq5 = Sq1 ◦ Sq4 ◦ r : Hp(X,Z) →
Hp+5(X,Z), where r is the reduction.

For the homological Atiyah-Hirzebruch spectral sequence, we have the following re-
sult:

Lemma 2.32. The primary differentials in the homological Atiyah-Hirzebruch spec-
tral sequence for ko are as follows:

• Hp(X, ko8q)
d2→ Hs−2(X, ko8q+1) is Sq2 ◦ r : Hp(X,Z) → Hp−2(X,F2),

where r is the reduction.

• Hp(X, ko8q+1)
d2→ Hp−2(X, ko8q+2) is Sq2 : Hp(X,F2)→ Hp−2(X,F2).

• Hp(X, ko8q+1)
d3→ Hp−3(X, ko8q+2) is Sq3 = Sq1 ◦ Sq2 : Hp(X,F2) →

Hp−3(X,Z).
• Hp(X, ko8q+4)

d5→ Hp−5(X, ko8q+8) is Sq5 = Sq1 ◦ Sq4 ◦ r : Hp(X,Z) →
Hp−5(X,Z), where r is the reduction.

2.2. The η-c-R sequence. We will recall an exact sequence which relates connec-
tive complex and real k- theory.

Recall that the element η : S1 : ko defined above fits into a cofiber sequence of
spectra maps

Σko
η−→ ko

c−→ C(η) −→ Σ2ko,

where Cη ≃ S2 denotes the cone of multiplication by η. We will examinate in
section 5 the behaviour of the η-c-R on both the Adams and the Atiyah-Hirzebruch
spectral sequences.

3. Splittings, group cohomology and minimal resolutions.

Let X and Y be CW -complexes.

Lemma 3.1. Let X and Y be suspension spectra.
There exists a stable splitting for spaces X and Y

X × Y ≃ X ∨ Y ∨X ∧ Y,
inducing a weak homotopy equivalence

BZ/4×BZ/4 ≃ (BZ/4) ∨ (BZ/4) ∧ (BZ/4 ∧BZ/4).

Theorem 3.2. For the group Z/4× Z/4, there exist isomorphisms

ku∗(BZ/4)⊕ ku∗(BZ/4)⊕ ku∗(BZ/4 ∧BZ/4),
as well as

ko∗(BZ/4)⊕ ko∗(BZ/4)⊕ ko∗(BZ/4 ∧BZ/4).

The determination of the orders of the ko-homology groups of BZ/4 was origi-
nally done by Bottvinik-Gilkey-Stolz using the Atiyah-Hirzebruch spectral sequence
together with the proof of the Gromov-Lawson-Rosenberg conjecture in [6].

Here we will need the differentials of the Adams spectral sequence of the Z/4
summand as input for the determination of the differentials in the Adams spectral
sequence of the ku-homology groups of the smash product factor in section 4.

We begin by introducing two modules over the Steenrod algebra
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w0 w2

Figure 3.1. The Module MB
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w0

h0w0 vw0

v2w0

v3w0

µw0

Figure 3.2. The graded Module ExtA1
(MB ,F2)

Definition 3.3. The module MB , called ”bow”, consists of the following data:

• Elements w0, of degree 0, w2 of degree 2.
• The action of the algebra A1 is determined by the fact that Sq1(w0) = 0,
Sq1(w1) = 0, and Sq2(w0) = w2.

The Ext term is depicted in 3.2

Lemma 3.4. The Ext∗,∗A1
(F2,F2)-module Ext∗,∗A1

(MB ,F2) is generated by classes w0,
w2, w4, w6 of (t− s, s)-degree

| w0 |= (0, 0), | w2 |= (2, 1), | w4 |= (4, 2), | w6 |= (6, 3).

with the relations
ηwi = 0

for i = 0, 2, 4, 6.
vw2i = w2(i+1),

ωwi = h0wi+4,

µωi = ωi+8.

Definition 3.5. Let MSB denote the A1- module

F2⟨d0⟩ ⊕ F2⟨d2,0⟩ ⊕ F2⟨d2,1⟩ ⊕ F2⟨d4⟩,
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d0

+

d20 d21 d4

Figure 3.3. The module MSB .

generated by elements d0 of degree 0, d20 and d21 of degree 2, and d4 of degree four,
and the relations Sq2(d0) = d20 + d21, Sq

2(d20) = Sq2(d21) = d4.

See picture 3.3 for the graphical depiction of the module MSB .

Lemma 3.6. The following holds for the A1-module MSB.

• The graded group
Ext∗,∗A1

(MSB ,F2)

is freely generated as a module over F2[h0] by elements a0,i, a2,i of bidegree
(2i, i), respectively (2i+ 2, i) for all i = 0, 1, . . ..

• They satisfy the relations

h2a0,i = h0a0,i+2, h2a2,i = h0a2,i+2,

h3a0,i = a0,i+4, h3a2,i = a2,i+4.

• After restricting to E(1), MSB splits as a direct sum of trivial E(1)- mod-
ules F2.

• The graded group

ExtE(1)(MSB ,F2)

is freely generated as a F2[h0]- module by the elements b0,i of degree (2i, i),
b20,i, b21,i of degree (2i+ 2, i), and b4,i of degree (2i+ 4, i).

• Under the complexification map

c : Ext∗,∗A1
(MSB ,F2)→ ExtE(1)(MSB ,F2),

νia20 corresponds to b20,i, and ν
ia21 corresponds to b21,i. The image of

c : Ext∗,∗A1
(MSB ,F2)→ ExtE(1)(MSB ,F2) is generated as an F2[h0]-module

by
b0,2i, b21,i + h0b20,i,

and
b20,i + b21,i, b20,2i+1 + b21,i + h0b4,i.

Lemma 3.7. As F2-algebras, the mod 2 cohomology of the summands BZ/4 are
generated by

• Elements x0 ∈ H1(BZ/4) such that x20 = 0 and T0 ∈ H2(BZ/4) corre-
sponding to one factor.

• Elements x1 ∈ H1(BZ/4) such that x21 = 0 and T1 ∈ H2(BZ/4) corre-
sponding to the second factor.

Lemma 3.8. The minimal Adams resolution for BZ/4 is given as follows:
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•
H̃∗(BZ/4) ∼= Σ1F2 ⊕

⊕
d≥0

Σ2dMB ⊕ Σ2d+1MB .

The Ext∗,∗A1
(F2,F2)-module Ext∗,∗A1

(MB ,F2) is generated by classes w0, w2,
w4, w6 of (t− s, s)-degree

| w0 |= (0, 0), | w2 |= (2, 1), | w4 |= (4, 2), | w6 |= (6, 3).

with the relations ηwi = 0 for i = 0, 2, 4, 6.

ωwi = h0wi+4

• The ExtE(1)(F2,F2)-module ExtE(1)(H̃
∗(BZ/4,Z)) is freely generated by

classes

zk of degree (2k, 0),

Proof. • A generating set as A1- module for H̃∗(X) is given by the set
{x, z2d+1, xz2d+1}, where x is the generator in degree 1, and z s in degree
2. The element x generates an A1- module isomorphic to MP , and the
classes xz2d+1 generate modules isomorphic to MP . The result of the
lemma follows then from 3.4.

• The result is described in [8], Theorem 2.2.1 in page 34.
□

Lemma 3.9. The mod2- cohomology ring H̃∗(BZ/4)×BZ/4,F2) has the following
descomposition as A1-module,

H̃∗(BG) ∼= Σ1F2
2 ⊕ Σ2(F2

2 ⊕M2
B)⊕ Σ3M4

B⊕
k≥1

Σ4k(M2
B ⊕Mk

SB)⊕ Σ4k+1M2k
SB ⊕ Σ4k+2(M2

B ⊕Mk
SB)⊕ Σ4k+3M4

B

has generators

• In degree 4k, x0x1T
2k−1
1 and x0x1T

2k−1
0 , generating a copy of MB, and

T 2l+1
0 T

2(k−l)−1
1 for l = 0, . . . k, which generate a copy of MSB.

• In degree 4k + 1, x1T
2l+1
0 T

2(k−l)−1
1 , x0T

2l+1T
2(k−l)−1
1 for l = 0, . . . k − 1,

generating a copy of MSB.
• In degree 4k + 2, T 2k+1

0 and T 2k+1
1 , generating a copy of MB, and

x0x1T
2l+1
0 T

2(k−l)−1
1 , generating a copy of MSB.

• In degree 4k + 3, x0T
2k+1
0 , x0T

2k+1
1 , x1T

2k+1
0 and x1T

2k+1
1 generating a

copy of MB.

Proof. With the relation of the classes x0, x1, T0, T1 we have that Sq1 is zero for
each word. On the other hand we have the following relations

Sq2(T i0T
j
1 ) =


0 (i, j)

2≡ (0, 0)

T i+1
0 T j1 (i, j)

2≡ (1, 0)

T i0T
j+1
1 (i, j)

2≡ (0, 1)

T i+1
0 T j1 + T i0T

j+1
1 (i, j)

2≡ (1, 1)

Hence the classes x0, x1 and x0x1 generate a copy of F2. The classes T 2k+1
0 ,

T 2k+1
1 , x0T

2k+1
0 , x1T

2k+1
0 , x0T

2k+1
1 , x1T

2k+1
1 and x0x1T

2k+1
1 generate a copy of

MB . And the classes T 2l+1
0 T

2(k−l)−1
1 , x0T

2l+1
0 T

2(k−l)−1
1 , x1T

2l+1
0 T

2(k−l)−1
1 and

x0x1T
2l+1
0 T

2(k−l)−1
1 generate a copy of MSB .
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□

Lemma 3.10. As a graded module over Ext∗,∗E(1)(F2,F2), Ext∗,∗E (1)H∗(BZ/4 ∧
BZ/4,Z) is freely generated by classes

• x0T k0 T l1, of degree (1 + 2k + 2l, 0) with k + l ≥ 1,
• T k0 x1T l1, of degree (1 + 2k + 2l, 0), with k + l ≥ 1,
• T k0 T l1 of degree (2k + 2l, 0) with k + l ≥ 2, and
• x0T k0 x1T l1 of degree (2 + 2k + 2l, 0).

We will compute with the Adams spectral sequence the complex and real connec-
tive k- homology of the classifing space BZ/4. This is needed for the computations
for the smash factor performed later.

Recall that there exist a spherical fibration

S1 → L∞(4)
p→ CP∞,

Where L∞(4) = colimk S
4k−1/Z/4 is a model for BZ/4.

Lemma 3.11. Let y be the Euler class of the tautological complex line bundle over
CP∞.

• There exist unique classes βi ∈ H2i(CP∞) with the property that

⟨vjβi, vlyk⟩ = δikδ
l
j .

• For the pushforward map in complex K- homology, the following sequence
is exact:

0 −→ k̃u2n(CP∞)
4y∩−→ k̃u2n−2(CP∞)

p!−→ k̃u2n−1(L
∞(4)) −→ 0.

Definition 3.12. The Hashimoto generators for k̃u2n−1(L
∞(4)) are the n − 1

elements
Bs = vn−s−1(p!(βs)),

for s = 0, . . . , n− 1.

We will need another set of generator and relations for the solution of extension
problems in the Adams spectral sequence.

Consider the abelian group of generators

MG = Z⟨B0, . . . Bn−1⟩,
The abelian group

MG = ⟨R0, . . . , Rn−1⟩,
and the group homomorphism

Rj 7−→
m∑
i=0

(
m

i

)
Bj−i,

adopting the convention that Bi = 0 for negative i.
The homomorphism can be written as a matrix

A =


(
m
1

) (
m
2

) (
m
3

)
. . .

0
(
m
1

) (
m
2

)
. . .

0 0
(
m
1

)
. . .

...
...

...

 .

By the Smith normal form, the cokernel of the matrix A is isomorphic to an
abelian group

Z/d1 ⊕ Z/d2 ⊕ . . . .
The numbers di are called the elementary divisors of k̃u2n−1(BZ/4).
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We have the following result of [19], Theorem 3.1, which gives the additive
structure of ku∗(BZ/4) by determining the elementary divisors described above.
The work of Hashimoto relies on previous work of Fujii, Kobayashi, Shimomura,
and Sugawara [15]

Theorem 3.13. Let N := min{n, 22 − 1}. The elementary divisor ti, for i =

1, 2, . . . , N of k̃u2n−1(BZ/4) are given as follows: Let i = 2s + d with 0 ≤ d ≤ 2s

and n− 2s + 1 = as,n2
s + bs,n such that 0 ≤ bs,n < 2s, i.e., the leading digit of i in

the 2−adic representation is of order s. Moreover, define

a = a(i, n) =

{
as,n + 1 if d < bs,n
as,n if d ≥ bs,n

Then we have

ti = 21−s+a

and a basis for the elementary divisor is given by

B(i) = B(i, n) =

{ ∑2s

k=1

(
2s

k

)
Bn−k−d if d = bs,n − 1∑2s

k=1

(∑s
t=0

∑2t

j=1(−1)2t − j2(2
t−1)a

(
2t

j

)(
j2s−t

k

))
Bn−k−d, otherwise.

Hence we have

k̃u2n−1(BZ/4) ∼=
N∑
i=1

Z/ti⟨B(i)⟩.

The advantage of the basis {Bi} over the basisB(i) is that forBi ∈ k̃u2n−1(BZ/4),
vBi is Bi+1 ∈ k̃u2n+1(BZ/4).

We have the following consequence for the differentials of the Adams spectral
sequence which computes complex connective k-homology of BZ/4.

Theorem 3.14. The only non-zero differential in the Atiyah-Hirzebruch spectral
sequence for ku∗(BZ/4) is d2. It is given by the formula

d2(z
k) = h20(xz

k−1) + h0vxz
k−2,

d2(z) = h20x,

d2(xz
k) = 0.

Proof. According to theorem 2.2.1 in page 34 of [8], the i-th Adams filtration quo-
tient in terms of the Hashimoto generators 3.12 is

⟨2iBn, 2i−1Bn−1, . . .⟩/⟨2i+1Bn, 2
iBn−1, . . .⟩.

This is F2⟨2iBn, . . . Bn−i⟩ for i < 2, and

F2⟨22Bn, . . . , Bn−2⟩/⟨22Bn + 2Bn−1⟩
for i = 2.

The reason is that the 2-adical valuation of
(
4
i

)
is 3 − i for i = 1, 2, and the

2-adical valuation of
(
4
i

)
is larger than 5− i for i = 3, 4.

Hence, there are no relations between generators in

⟨2iBn, 2i−1Bn−1, . . .⟩/⟨2i−1Bn−1, . . .⟩
for i < 2, and there is a unique relation in

⟨2iBn, 2i−1Bn−1 . . .⟩/⟨2i+1Bn, . . .⟩,
namely

22Bn + 22Bn−1 = 0.
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Figure 3.4. The E2 term of the Adams spectral sequence for ko∗(BZ/4).

Since the differential is h0 and v- linear, the formula follows. Moreover, there can
not be any higher differentials, since there are no elements at the third page in even
(t− s) degree.

□

We obtain from the η-c-R exact sequence the following differentials for the Adams
spectral sequence computing the real connective K-homology:

Theorem 3.15. The differentials in the Adams spectral sequence for ko∗(BZ/4)
are all zero except for d2. It is given for k > 0 by

• z 7→ h20x
• z2k+1 7→ h0vxz

2k−1

• vz2k+1 7→ h30xz
2k+1 + h0v

2xz2k−1

• vz 7→ h30xz,
• vxz2k+1 7→ 0

The E2 page is depicted with the differentials in figure 3.4. There are no further
differentials, and the orders of the ko∗-groups are depicted in the following result.

The computation of the orders is stated in the following result.

Theorem 3.16. For n ≥ 1, the orders of the groups k̃on(BZ/4) are follows:
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log2(| k̃on(BZ/4) |)
n = 8d 0

n = 8d+ 1 (2d+ 1) + 1
n = 8d+ 2 1
n = 8d+ 3 2d+ 2
n = 8d+ 4 0
n = 8d+ 5 2d+ 1
n = 8d+ 6 0
n = 8d+ 7 2d+ 2

More specifically, the groups are as follows:

Theorem 3.17. The ko-homology groups of BZ/4 for d ≥ 1 are as follows:

k̃o8d+k(BZ/4) =



0 k = 0, 4, 6

Z/22d+1 ⊕ Z/2 k = 1

Z/2 k = 2

Z/24d+3 ⊕ Z/22d+1 k = 3

Z/24d+5 ⊕ Z/22d+1 k = 7

3.1. Hidden Extensions in k̃u2n+1(BZ/4). In the group ku2n+1(BZ/4), the
Adams filtration Fi is given by

⟨2iBn, 2i−1, Bn−1, . . .⟩ ⊂ ku2n+1(BZ/4),

hence the filtration quotients are:

Qi = ⟨2iBn, 2i−1Bn−1, . . .⟩/⟨2i+1Bn, 2
iBn−1, . . .⟩

Definition 3.18. Let Fi = Fiku2n+1(BZ/4) be the i-th filtration subgroup in the
Adams Spectral sequence, and let Qi = Fi/Fi+1 be the i-th filtration quotient.
There exists a hidden extension between xi ∈ Qi and xj ∈ Qj if there is a natural
number r with 2rx = xi in Qi, and 2r+1x = xj in Qj , with j > i+ 1.

The following result shows that the extensions between consecutive filtration
quotients are not hidden in the sense of definition 3.18.

Lemma 3.19. Let xi ∈ Fi/Fi+1 with 2xi ∈ Fi+1/Fi+2, then h0xi = xi+1.

Proof. Let xi ∈ Qi, and let x ∈ ku(BZ/4) be a lift. Then, it is possible to write
x = xi + higher filtration terms, we will write xi + h.o.t.. Then 2xi + h.o.t is a lift
of h0x, and hence [2xi] = h0x ∈ Qi

□

However, there exist hidden extensions in the complex K-homology of BZ/4
which we will study in connection with the ones for BZ/4 ∧BZ/4.

Example 3.20. Consider the group k̃u7(BZ/4), and the group element x = 2B3+
B2. It is 4-torsion, 2x = 4B3 + 2B2 ̸= 0. The element x is detected in the Adams
spectral sequence, but the relation x = 2x cannot be detected in the Adams spectral
sequence, because 2x = 0 in Q2 = F2/F3. Since 2x = 0 in Q2, the element 2x is in
F3. This can be seen from the relation

2x = 4B3 + 2B3 = −(6B2 + 4B1 +B0) + 2B2) = −4B2 − 4B1 +B0.

We will need in sections 4, and 5 the following description of the complex con-
nective K-homology groups in terms of representation theory:
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Theorem 3.21. Let RC(Z/4) be the complex representation ring of Z/4, and let
R0

C(Z/4) be the augmentation ideal. Denote by α the standard complex one dimen-
sional representation. Then, the group homomorphism

Z⟨B0, . . . , Bn⟩/⟨
m∑
i=1

(
m

i

)
Bj−i⟩ −→ RU0

C(Z/4)/
(
RU0

C(Z/4)
)n+1

given by
Bj 7−→ (α− 1)n−j

is an isomorphism.

4. Complex connective K- Theory computations on the smash
summand

We turn now our attention to the smash factor.

Lemma 4.1. The mod 2 cohomology of BZ/4 ∧BZ/4,

H̃∗(BZ/4 ∧BZ/4,F2).

Has as an F2-vector space basis the elements x0x1, x0T
n
1 , x1T

m
0 , x0x1T

k
0 , x0x1T

l
1,

x0T
r
0 T

s
1 and x1T

u
0 T

v
1 . The modules over A1 which they generate are as follows

Degree Generators of suspended MB Generators of suspended MSB

4k x0x1T
2k−1
1 T 2l+1

0 T
2(k−l)−1
1

4k + 1 T 2l+1
0 x1T

2(k−l−1)
1 , l = 0, 1 . . . , k − 1

4k + 2 x0T
2l+1
0 T

2(k−l)−1
1

4k + 3 x0T
2k+1
1 , T 2k+1

0 x1

Let us recall the Universal Coefficient Theorem for integral coefficients in ordi-
nary cohomology from [39], Theorem 13.10 in page 240.

Theorem 4.2. Let X be a CW-complex of finite type. Then, there exists a natural
short exact sequence of the form

0 −→ Ext(H̃Z
q+1

(X),Z) −→ H̃Zq(X) −→ Hom(H̃Z
q
(X),Z). −→ 0.

This theorem suggests the following notation

Definition 4.3. The generators in even degree 2n of HZ∗(BZ/4∧BZ/4) are tensor
products. They are denoted by

x0 ⊗ Tn−1
1 x1, x0T0

n−2 ⊗ Tn−2
1 x1, . . . , x0T

n−1
0 ⊗ x1.

The class x0 ⊗ T0l ⊗ Tn−1−l
1 ⊗ x1 is mapped to the class x0T

l
0T

n−1
1 x1 under the

reduction modulo 2, where the homological class x0T
l
0T

n−1−l
1 x1 is the F2- vector

space dual class to the mod 2-cohomology class x0T
l
0T

n−1−l
1 x1.

Remark 4.4. To avoid clumsy notation, we will denote the classes

x0T
l
0T

n−1−l
1 x1

by
x0T

l
0T

n−1−l
1 x1.

Recall the definintion of matrix Toda Brackets.

Definition 4.5. Let R be a commutative ring, and letM be an R-module. Assume
given a matrix A ∈ Mn×n(R), and R-module morphisms q : Rn → M , and q

′
:

Rn →M with the property that

A ◦ q = 0, A ◦ q′
= 0.
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A Toda bracket is a triple, denoted by ⟨ṽ|A|w̃⟩, consisting of vectors v ∈ Rn,

w ∈ Rn with the property that q
′
(ṽtA) = 0 and q(w̃) = 0.

Definition 4.6. The classes in H∗(BZ/4 ∧ BZ/4) for odd degree ∗ = 2n + 1 are
all torsion classes, denoted by

T0 ∗ Tn1 , T 2
0 ∗ Tn−1

1 , . . . , Tn0 ∗ T1,
where T l0 ∗ Tn+1−l

1 is the Toda bracket ⟨T l0|1|Tn+1−l
1 ⟩.

The reduction mod 2 of the classes T l0 ∗ Tn+1−l
1 is x0T

l−1
0 Tn+1−l

1 + T l0x1T
n−l
1 .

We will need later the following remarks concerning the induced homomorphisms
from the subgroup Z/4.

Lemma 4.7. Let k and l be natural numbers. Given the group homomorphism
indk,l : Z/4 → Z/4 × Z/4 defined by sending the generator 1 to the element (k, l),
we will denote the induced homomorphism in odd homology degree by

indk,l∗ : H∗(Z/4,Z)→ H∗(Z/4× Z/4,Z).
For the generators discussed above, the following correspondence determines the

homomorphism :

yi 7→ Σ
j+j′=i

kj lj
′

T j0 ∗ T j
′

1 .

Lemma 4.8. Denote by (a0, . . . , ak) the coefficient vector for an element x =
n∑
i=1

T i0 ∗ T i−1
1 The images of the induction homomorphisms are as follows:

• For the homomorphism 1 7→ (1, 1), the coefficients of ind1,1(x) are (1, 1, . . . , 1).
• For the homomorphism 1 7→ (1,−1), the coefficients of ind(1,−1)(x) are

(1,−1, . . . , 1,−1).
• For the homomorphism 1 7→ (1, 2), the coefficients of ind1,2(x) are (2, 0, . . . , 0).
• For the homomorphism 1 7→ (2, 1), the coefficients of ind2,1(x) are (0, 0, . . . , 2).

Corollary 4.9. Every class in odd homological degree in HZ∗(BZ ∧ BZ/4) is
induced by a group homomorphism. φ : Z/4→ Z/4× Z/4. In particular, the class
in homological degree 2n+ 1 defined by

x0T1 + T0x1T
n−1
1 + x0T0T

n−1
1 + Tn0 x1

is in the image of the F2- vector space homomorphism induced by the group homo-

morphism φ : Z/4→ Z/4× Z/4 given by 1
φ7→ (1, 1).

Another ingredient is the result of the Künneth spectral sequence for ku-homology.
in [32].

Theorem 4.10. There exists a short exact sequence

0 −→ k̃u∗(BZ/4)⊗ku∗ k̃u∗(BZ/4) −→
k̃u∗(BZ/4 ∧BZ/4) −→

Tor1ku∗
(k̃u∗(BZ/4), k̃u∗(BZ/4)) −→ 0

Proof. By the main theorem in page 173 of [32], there exists a natural Künneth
spectral sequence such that the edge homorphism is the external product.

First notice that while the coefficient ring ku∗ = Z[v] on the Bott generator
has homological dimension two, the ku∗ module ku∗(BZ/4) is of flat dimension
1 as a ku∗-module, and the complex connective K-theory groups are zero in even
degree by lemma 1.4 in [19], p.767. Thus, there is no place for the possible non-zero
differential producing potential Tor2 terms, and the spectral sequence degenerates
to the exact sequence above.
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□

The ku-homology of the smash product BZ/4 ∧BZ/4 is computed in table 1

degree k̃u∗(BZ/4 ∧BZ/4) total degree

2 (Z/22)1 2
3 (Z/22)1 2
4 (Z/21)1 ⊕ (Z/22)2 5
5 (Z/21)2 ⊕ (Z/23)1 5
6 (Z/21)3 ⊕ (Z/22)3 9
7 (Z/21)5 ⊕ (Z/24)1 9
8 (Z/21)5 ⊕ (Z/22)3 ⊕ (Z/23)1 14
9 (Z/21)7 ⊕ (Z/22)3 ⊕ (Z/23)2 14
10 (Z/21)7 ⊕ (Z/22)3 ⊕ (Z/23)2 19
11 (Z/21)3 ⊕ (Z/22)5 ⊕ (Z/26)1 19
12 (Z/21)9 ⊕ (Z/22)3 ⊕ (Z/22)3 24
13 (Z/21)1 ⊕ (Z/22)5 ⊕ (Z/23)2 ⊕ (Z/27)1 24
14 (Z/21)11 ⊕ (Z/22)3 ⊕ (Z/23)4 29
15 (Z/22)3 ⊕ (Z/23)5 ⊕ (Z/28)1 29
16 (Z/21)13 ⊕ (Z/22)3 ⊕ (Z/23)5 34
17 (Z/22)1 ⊕ (Z/23)5 ⊕ (Z/24)2 ⊕ (Z/29)1 34
18 (Z/21)15 ⊕ (Z/22)3 ⊕ (Z/23)6 39
19 (Z/22)3 ⊕ (Z/24)5 ⊕ (Z/210)1 39
20 (Z/21)17 ⊕ (Z/22)3 ⊕ (Z/23)7 44
21 (Z/23)1 ⊕ (Z/24)5 ⊕ (Z/25)2 ⊕ (Z/211)1 44
22 (Z/21)19 ⊕ (Z/22)3 ⊕ (Z/23)8 49
23 (Z/24)3 ⊕ (Z/25)5 ⊕ (Z/212)1 49
24 (Z/21)21 ⊕ (Z/22)3 ⊕ (Z/23)9 54
8d (Z/21)8d+3 ⊕ (Z/22)3 ⊕ (Z/23)4d+3 20d-6

8d+1 (Z/22d−2)1 ⊕ (Z/22d−1)5 ⊕ (Z/22d)2 ⊕ (Z/24d+1)1 20d-6
8d+2 (Z/21)8d+1 ⊕ (Z/22)3 ⊕ (Z/23)4d−3 20d-1
8d+3 (Z/22d−1)3 ⊕ (Z/22d)5 ⊕ (Z/23)4d−1 20d-1
8d+4 (Z/21)8d−1 ⊕ (Z/22)3 ⊕ (Z/23)4d−1 20d+4
8d+5 (Z/22d−1)1 ⊕ (Z/22d)5 ⊕ (Z/22d+1)2 ⊕ (Z/24d+3)1 20d+4
8d+6 (Z/21)8d+3 ⊕ (Z/22)3 ⊕ (Z/23)4d 20d+9
8d+7 (Z/22d)3 ⊕ (Z/22d+1)5 ⊕ (Z/24d+4)1 20d+9

Table 1. Connective ku- homology according to UCT.

We will use this information to deduce information about the differentials in the
Atiyah-Hirzebruch spectral sequence for ku∗(BZ/4). Let us recall the following
definition, analogous to 3.12.

Definition 4.11. Given the Hashimoto generators Bi(see Definition 3.12) form the
elements

Bi,j := Bi ⊗Bj ∈ ku2i+1(BZ/4)⊗ ku2j+1(BZ/4) ⊂ ku2(i+j)+2(BZ/4 ∧BZ/4),

and extend the definition by v-periodicity by setting

Bi,j(d) := vd−i−jBi,j
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Lemma 4.12. In the Atiyah-Hirzebruch spectral sequence for computing ku∗(BZ/4∧
BZ/4),

• For all i, j, d, e such that i + j = e, 1 ≤ d ≤ 4, 2Bi,j(d + e) = 0, but
Bi,j(d+ e) ̸= 0.

• For all i, j, d, e such that i + j = e, 5 ≤ d ≤ 10, 22Bi,j(d + e) = 0, but
2Bi,j(d+ e) ̸= 0.

Proof. Take i, j, d, e without the contitions on d. Since there are hidden extensions,
the relation 2sBi,j(d+ e) might hold in the d− th filtration quotient. Consider for
this the quotient

(4.13) ku∗(BZ/4 ∧BZ/4)/Fd−1(ku∗(BZ/4 ∧BZ/4))

In degree 2(d+e)+2, this is generated by the elements Bi,j(d+e) with i+j ≤ d+e.
Since the elements Bi,j(d+ e) with i+ j < d generate the subgroup

Fd−1(k̃u∗(BZ/4)⊗ku∗ k̃u∗(BZ/4)))2(d+e)+2,

we get the relations Bi,j(d + e) = 0 with i + j < d, and the binomial relations
producing 4.13. now, 2sBi,j(d+ e) = 0 in 4.13, and hence also in

(4.14) Fd(ku∗(BZ/4 ∧BZ/4))/Fd−1(ku∗(BZ/4 ∧BZ/4))

in degree 2(d+ e) + 2.
Now, we distinguish the two cases:

• For 1 ≤ d ≤ 4, by capping with T0T1, we obtain 2B0,0(e) = 0.
• For 5 ≤ d ≤ 10, By capping the element 22Bi,j(d+ e) with T

2
0 T

2
1 to obtain

B0,0(e) ̸= 0

□

Corollary 4.15. The E2e+2,2d
∞ term of the Atiyah-Hirzebruch spectral sequence for

computing ku∗(BZ/4 ∧BZ/4) is
• Z/2e+1 for 1 ≤ d ≤ 4.
• 0 for 5 ≤ d ≤ 10.

The following result is an immediate consequence. Similar results have been
studied in [9].

Lemma 4.16. In the complex K-homology groups of the smash product BZ/4 ∧
BZ/4, the following holds:

(i) Given a class of even degree z ∈ ku2k+2l+2(BZ/4 ∧ BZ/4) of the form
z = x0T

k
0 T

l
1x1, the minimal integer N for which vNz = 0 is N = 4.

(ii) The minimal N such that 2Nku2n(BZ/4 ∧BZ/4)) = 0 is N = 3.
(iii) In the Adams spectral sequence for ku2n(BZ/4 ∧ BZ/4), there exist no

elements in even degree 2n which have Adams filtration higher than 4.

Theorem 4.17. In the Atiyah-Hirzebruch spectral sequence Ens,t converging to
ku∗(BZ/4 ∧BZ/4), the first non-trivial differentials are

d3(T
k
0 ∗ T l1) = 2νx0T

k−1
0 T l−2

1 x1 + 2νx0T
k−2
0 T l−1

1 x1,

where we adopt the convention T−1
0 = 0 = T−1

1 .

Proof. From lemma 4.16, we know that 2vx0x1 = 0, and vx0x1 ̸= 0. This implies
that there must be a non-trivial differential

d3 : (Z/22Z)2 ∼= ⟨T0 ∗ T 2
1 , T

2
0 ∗ T1⟩ = E3

5,0 → E3
2,2 = ⟨vx0x1⟩.

The possible values are d3(T0 ∗ T 2
1 ) = 2vx0x1 and d3(T

2
0 ∗ T1) = 2vx0x1. By part 3

of 2.32, both of them are non zero since they agree with Sq3.
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Now, using the cap structure for the Atiyah-Hirzebruch spectral sequence, since
the classes T0 and T1 are both infinite cycles, by 2.12,

d3(T0 ∩ T k0 ∗ T l1) = T0 ∩ d3(T k0 ∗ T l1),
and analogously with the cap product with T1. Notice that T0∩(T k0 T l1) = T k−1

0 ∗T1.
By induction over n = k + l, the result follows.

□

Definition 4.18. Define a filtration on the E2 term of the Atiyah-Hirzebruch
spectral sequence converging to ku∗(BZ/4 ∧BZ/4) by setting

F q
′

E2
2p−1,2m := 2q

′

E2
2p−1,2m.

This induces a filtration on the E9 term by setting

F q
′

E9
2p−1,2m := 2q

′

E9
2p−1,2m.

For an element x ∈ E9
2p−1,2m, define x0 as the image of x under the quotient

F 0E9
2p−1,2m/F

1E9
2p−1,2m,

and inductively, let x̂q′−1 be the unique sum of distinct elements in{
2q

′
−1vmT l0 ∗ T k1

}
k+l=p

such that the equivalence class of x̃q−1, denoted by xq′−1 in

F qE9
2p−1,2m/F

q−1E9
2p−1,2m

equals x̂q′−1. Define x̃q′ = x̃q′−1 − x̂q′−1.

Remark 4.19. For an element x ∈ E2
2p−1,2m with the property that x0 = 0, we

obtain that d3(x) = 0. Similarly, for an alement x ∈ E9
2p−1,2m such that x1 = 0,

d9(x) = 0.

Theorem 4.20. In the Atiyah-Hirzebruch spectral sequence converging to ku∗(BZ/4),
there exist non-zero differentials (both from total odd degree to total even degree)

• d3, with image ⟨2vm+1x0T
l
0T

k
1 x1⟩

• d9, with image ⟨v4+mx0T l0T k1 x1⟩.
There is an isomorphism

E2
2p−1,2m

∼= Z/4⟨vmT l0 ∗ T k1 ⟩k+l=p
Proof. The first part has been proved in 4.17. We proceed by induction on the
degree n of the differential for the second part.

Assume that there is a non-trivial differential d3 from even total degree to odd
total degree. By using the cap structure and the fact that the differentials of the
Atiyah-Hirzebruch spectral sequence preserve the cellular filtration, we can assume
that the differential in question is

d3 : E3
6,0 → E3

3,2.

Setting all v-multiples to zero in

ku∗(BZ/4)⊗ku∗ ku∗(BZ/4)6,

The only relations that are possible are

22B0 ⊗B2 = 22B1 ⊗B1 = 22B2 ⊗B0 = 0.

Hence, we conclude that d3 = 0. The same reasonings let us conclude that there
is no differential from an even total degree to an odd total degree.
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Consider now the differential dn with n ≥ 4. Assume that the differential from
odd total degree to even total degree is non trivial. By v-linearity, we can restrict
to

dn : En+k+1,0
n → En,kn

for k > 0. If dn is non-trivial, from 4.12, 4.15, we get that either n = 3, which is
discarted or n = 9, since either vx0T

k
0 T

l
1x1 = 0 in the 4-th filtration or

22v4x0T
k
0 T

l
1x1 = 0 in the 8th filtration quotient, but there are no non-trivial

relations between

{2qvmx0T k0 T l1x1}
for q = 1, 2. We hence can assume that the differential is d9.

Since we assumed that the premise of the theorem is valid for all differentials dm

with 3 < m < n. From lemma 4.12, there is only a bounded number (independent

of k) of elements in En0,k ⊂ H̃Zk(BZ/4 ∧ Z/4) for which their images i(a) in the
right hand side group are not divisible by 2, respectively. Moreover, denote by

i : Eodd,0
2 → HZodd(BZ/4) the inclusion. Then,

{i(a) ∈ Hodd(BZ/4), a ∈ Eodd,0
2 } ∼= Z/4⟨T0 ∗ T1⟩,

and

{a ∈ Eodd,0
n | 2 divides i(a)} ∼= Z/21⟨2T k0 ∗ T1l⟩,

It follows that

⟨22T k0 ∗ T l1⟩ ⊂ ker d3,

or

⟨2T k0 ∗ T l1⟩ ⊂ ker d9.

Hence, there must be an element a
′ ∈ Enodd,0 which is a sum of elements

2T k0 ∗ T l1
with

dn(a
′
) = v4x0T

k
′

0 T k
′

1 x1

After capping with T0 and T1, we obtain an element a ∈ E0,n+3, which is a
sum of distinct elements in either {22T k0 ∗ T l1}2(k+l)−1=n+2, for the d3, or in {2T k0 ∗
T l1}2(k+l)−1=n+2, for d9 such that dn(a) = 2v2x0x1 or dn(a) = v4x0x1.

□

Remark 4.21. We will prove as a corollary of 4.27 that these differentials are the
only non zero in the Atiyah-Hirzebruch spectral sequence by comparing with the
Adams filtration.

Corollary 4.22. In k̃u∗(BZ/4), multiplication by v4 annihilates k̃ueven(BZ/4 ∧
BZ/4).

We compare the Atiyah-Hirzebruch Spectral sequence with the Adams spectral
sequence converging to ku∗(BZ/4 ∧BZ/4).

Recall that the Hurewicz homomorphism is a map of spectra to the integral
Eilenberg-Maclane spectrum h : ku→ HZ.

At the level of coefficients, the Hurewicz homomorphism satisfies

h∗ : ku∗ → HZ∗ ; 1 7→ 1, v 7→ 0.

The following result summarizes the information on the Hurewicz homomorphism.

Lemma 4.23. For the map induced by h, the following holds:

(i) h maps all v-multiples to zero.
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(ii) The restriction of h∗ to the zeroth filtration of the Atiyah-Hirzebruch spec-
tral sequence is inyective.

(iii) The restriction of h∗ to the zeroth filtration of the Adams spectral sequence
is injective.

Proof. The first claim follows directly from the behaviour on coefficients, and the
fact that the differential is v-linear. The second claim is a direct consequence. For
the statement on the Adams spectral sequence, recall that the mod 2-cohomology
of the integral Eilenberg-Maclane spectrum is by Theorem 2.8,

H∗(HZ) ∼= A⊗⟨Sq1⟩ F2
∼= A⊗E(0) F2.

□

Due to the naturality of the Adams specral sequence with respect to maps of

spectra, the E∞ page for H̃Z∗(BZ/4 ∧ Z/4) is generated over F2[h0] by

x0T
k
0 T

l
1x1, x0T

k−1
0 T l1 + T k0 x1T

l−1
1 ,

for k + l ≥ 1. The only relations among those generators are

h20x0T
k
0 T

l
1x1 = 0

and

h20(x0T
k−1
0 T l1 + T k0 x1T

l−1
1 ) = 0.

Definition 4.24. We will say that the element in the Adams spectral sequence
T k0 ∗ T l1 is represented in the Atiyah-Hirzebruch spectral sequence by

hi0(x0T
k−1
0 T l1 + T k0 x1T

l−1
1 ).

If the images in H̃Z∗ under the Hurewicz homomorphism of the i-th adams
filtration quotient of T k0 ∗ T l1

2iT k0 ∗ T l1,
and hi0(x0T

k−1
0 T l1+T

k
0 x1T

l−1
1 ) agree, and all higher Adams filtrations of hi0(x0T

k−1
0 T l1+

T k0 x1T
l−1
1 ) are zero.

Using the correspondence of the elements and filtrations above we have the
following result

Theorem 4.25. The d2 differentials of the Adams spectral sequence for ku∗(BZ/4∧
BZ/4) are given by

• T k0 T l1 7−→ (h20x0T
k−1
1 + h0vx0T

k−2
1 )T l1 + T k0 (h

2
0x1T

l−2
1 ).

• x0T k0 T l1 7−→ x0T
k
0 (h

2
0x1T

l−1
1 + h0vx1T

l−2
1 ).

• T k0 x1T l1 7−→ (h20x0T
k−1
1 + h0vx0T

k−1
1 )x1T

l
1.

Theorem 4.26. For n odd, the elements

T0∗sT1 := hs0(x0T
k
0 T

n−2k−1
2

1 +T k+1
0 x1T

n−2k−3
2

1 )+vhs−1
0 (x0T

k−1
0 T

n−2k−1
2

1 +T k+1
0 x1T

n−2k−5
2

1 ),

for k = 0, . . . , n−1
2 , and s > 0, and their v-multiples generate the En,s3 freely.

Theorem 4.27. The third Adams differential in the spectral sequence for ku∗(BZ/4∧
BZ/4) is

d3 : E11,1
3 −→ E10,6

3 .

The kernel of the differential is generated by

{T k0 ∗ T l1 | k + l = 6} − {T 2
0 ∗ T 4

1 , T
4
0 T

2
1 } ∪ {T 2

0 ∗ T 4
1 + T 4

0 ∗ T 2
1 }

The differential satisfies
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(i)
T 2
0 ∗ T 4

1 7−→ v4h0x0x1.

(ii)
T 4
0 ∗ T 2

1 7−→ v4h0x0x1.

Using the cap structure , the third differentials are given in general by

d3(T
k
0 ∗ T l1) = Ak,l +Bk,l,

where

Ak,l =

{
v4x0T

k−2
0 T l−4

1 , k ≥ 2, l ≥ k
0 else

Bk,l =

{
v4x0T

k−4
0 T l−2

1 k ≥ 4, l ≥ 2

0 else

We will need the following result for the final argument deducing the Adams
differentials:

Lemma 4.28. In the Adams spectral secuence for computing ku∗(BZ/4 ∧ Z/4),
the non- zero class in degree (2n = 1, 0)

x0T
n
1 + T0x1T

n−1
1 + . . . Tn0 x0

is a permanent cycle.

Proof. The class is in the image for the induction map ku∗(Z/4) → ku∗(BZ/4 ∧
BZ/4), for the diagonal group homomorphism 1 7→ (1, 1). by 4.7, and the descrip-
tion of the Atiyah-Hirzebruch spectral sequence in 4.29, it is a permanent cycle. □

Corollary 4.29. All differentials of degree 4 and higher in the Adams spectral
sequence are zero.

Proof. Consider the class in degree (2n+ 1, 0)

x0T
n
1 + T0x1T

n−1
1 + . . . Tn0 x0.

Since the class is in the image of the induction map, it is a permanent cycle. It
follows that the d3 differentials such as d3 : E11,1

3 → E10,4
3 are non trivial.

Since the classes are permanent cycles, there cannot be a differential from odd
t− s degree to even t− s degree.

On the other hand, a non zero differential from di : a 7→ b even (t− s) degree to
odd t − s degree, since otherwise, it is possible to multiply by a power of v, such
that vNa = 0, and vNb ̸= 0. Hence, the differentials d4, d5, . . . are all zero.

□

We finish this section by depicting the E∞ term of the Adams spectral sequence

converging to k̃u∗(BZ/4) in figure 4.1.

5. Real connective K-Theory computations on the smash summand

The aim of this section is the detemination of the differentials of the Adams
spectral sequence

Ext∗,∗A1
(H∗(BZ/4 ∧BZ/4),F2)⇒ ko∗(BZ/4).

We will use the η-c-R exact sequence 5.1 and the compatibility of the adams
spectral sequence to translate the information about the differentials for ku∗(BZ/4)
into informations for these differentials. These groups fit in the exact sequence

..
h1→ Exts,tA1

(H∗(X),F2)
c→ Exts,tE(1)(H

∗(X),F2)
R→ Exts,t−2

A1
(H∗(X),F2)

h1→ . . . .
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s

16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 3

12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 3 0 4

11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 3 0 4 0 5

10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 3 0 4 0 5 0 5

9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 3 0 4 0 5 0 5 0 5

8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 3 0 4 0 5 0 5 0 5 0 5

7 0 0 0 0 0 0 0 0 0 0 0 0 1 0 3 0 4 0 5 0 5 0 5 0 5 0 5

6 0 0 0 0 0 0 0 0 0 0 1 0 3 0 4 0 5 0 5 0 5 0 5 0 5 0 5

5 0 0 0 0 0 0 0 0 1 0 3 0 4 0 5 0 5 0 5 0 5 0 5 0 5 0 5

4 0 0 0 0 0 0 1 0 3 0 4 0 5 0 5 0 5 0 5 0 5 0 5 0 5 0 5

3 0 0 0 0 1 1 3 2 4 3 5 4 5 5 5 6 5 7 5 8 5 9 5 10 5 11 5

2 0 0 1 1 3 2 4 3 5 4 5 5 5 6 5 7 5 8 5 9 5 10 5 11 5 12 5

1 1 3 3 5 4 7 5 9 5 11 5 13 5 15 5 17 5 19 5 21 5 23 5 25 5 27 5

0 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 11 1 12 1 13 1 14 1

t-s 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26

Figure 4.1. Dimensions of the E∞ term of the Adams spectral
sequence for ku∗(BZ/4).

The procedure will determine the differentials in two steps, namely

(i) Using Sage, the differentials for the Adams spectral sequence converging
to ko, dr : Er → Er will be determined from the η-c-r exact sequence
using the differentials for ku, and the behaviour of the maps in generators.

Given the diagram 5.1 with the dimensions of the F2-vector space corre-
sponding to the E2 term, and the information coming from the differential
d2 above, the program will compute the homology groups, thus giving the
E3 term 5.2, as well as a d3 differential defined therein. We will compute
the homology thus ending with the E4 = E∞ term in figure 5.3.

This first step will concern the Adams degrees. (s, t−s) for 0 ≤ s ≤ 17,
and 0 ≤ t− s ≤ 27.

(ii) Using the cap structure for the Adams spectral sequence, the differentials
for t− s ≥ 27 are defined.

(iii) We state the orders of the ko-homology groups in Theorems 5.8, 5.9. This
is the main input for the proof of the Gromov-Lawson-Rosenberg conjec-
ture in section 6.

(iv) By analyzing the kernel and cokernel of multiplication with h1 we will find
hidden η extensions.

We recall that according to Lemma 4.1, the structure of H∗(BZ/4 ∧ BZ/4) as
a module over the Steenrod algebra can be described as sums of the modules Mp,
the point, MB , bow and MSB , as follows.

• In degree 4k, Σ4kMB ⊕
k−1⊕
i=1

Σ4kMSB , generated by x0x1T
2k−1
1 , in the case

of MB and the k elements T 2l+1
0 T

2(k−l)−1
1 for l = 0, 1, . . . k − 1.

• In degree 4k+1,
n⊕
i=1

Σ4k+1MB , generated by the k elements T 2l+1
0 x1T

2(k−l−1)
1

for l = 0, . . . k − 1.

• In degree 4k + 2,
n⊕
i=1

Σ4k+2MSB

• In degree 4k + 3,
n⊕
i=1

Σ4k+3MB.

We add to this information the result of the computations in 3.4 which give
us the structure of the E2 terms. Together with the complete information about
differentials d2 and d3 of the Adams spectral sequence for ku∗(BZ/4) from section
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4, by knowing the behaviour of the maps η, c, R, we are able to determine the
differentials of the Adams spectral sequence for ko∗(BZ/4 ∧BZ/4).

Lemma 5.1. For the sequence maps of spectra

Σko
η→ ko

c→ C(η)
R→ Σ2ko,

the following holds:

• The cone Cη is weakly equivalent to ku.
• The third map is equivalent to the realification map R : ku→ Σ2ko. Hence,

the cofibre sequence is equivalent to

Σko
η−→ ko

c−→ ku
R−→ Σ2ko,

• The naturality of the Adams spectral sequence implies the existence of a
long exact sequence

..
h1→ Exts,tA1

(H∗(X),F2)
c→ Exts,tE(1)(H

∗(X),F2)
R→ Exts,t−2

A1
(H∗(X),F2)

h1→ . . . .

Lemma 5.2. In the η− c−R exact sequence the maps are given in coefficients by

• For η : π∗(ko)→ ko, η(η) = η2, η(η2) = 0, η(ω) = 0, η(β) = 0
• For c : π∗(ko)→ π∗(ku), c(η) = 0, c(ω) = 2ν2, c(µ) = ν4.
• For R, R(ν) = 2, R(ν2) = η2, R(ν2) = ω

Consider the map φ : MB ⊕ Σ2MB → MB which sends the generators a and b
in degrees 0 and 2 of MB ⊕ Σ2MB →MB to c and Sq2(c), respectively in MB .

Recall that the Ext- groups Ext∗,∗A1
(MB ,F2) = F2[h0]⟨x0, x1, . . .⟩ has generators

xi of degree (2i, i), and
Ext∗,∗A1

(MB⊕Σ2MB ,F2) = F2[h0]⟨y0, z0, y1, z1, ⟩ has generators yi in degree (2i, i)
and (2i+ 2, i), respectively.

The Yoneda Product with Ext∗,∗E(1)(F2,F2) is given by νyi = yi+1 and νzi = zi+1.

The following result analyzes the behaviour of the Ext-groups for the modules
MB and MSB under the η − c−R exact sequence.

Lemma 5.3. The homomorphism φ∗ : Ext∗,∗A1
(MB ,F2)→ Ext∗,∗A1

(MB⊕Σ2MB ,F2)
sends the generators as follows:

x2i 7→ y2i and x2i+1 7→ y2i+1 + h0z2i.

As a consequence, the morphisms c, η, and R satisfy:

• The complexification c : Exts,tA1
(H̃∗(BZ/4),F2)→ Exts,tE(1)(H̃

∗(BZ/4),F2)

is given by
x 7→ x

ωx 7→ h0ν
2x

µx 7→ ν4x

ν2lz2k+1 7→ ν2lz2k+1

ν2lxz2k+1 7→ ν2lxz2k+1

ν2l+1x2k+1 7→ ν2l(νxz2k+1 + h0xz
2k+2).

• The realification R : Exts,tE(1)(H̃
∗(BZ/4,Σ2F2))→ Exts,t(H̃∗(BZ/4),Σ2F2)

is given for k > 0 by
z2k+1 7→ 0

xz2k−1 7→ 0

z2k 7→ z2k−1

xz2k 7→ xz2k−1

νz2k−1 7→ h0z
2k−1
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16

15 1

14 1 1 3

13 1 1 3 2 4

12 1 1 3 2 4 3 5

11 1 1 3 2 4 3 5 4 6

10 1 1 3 2 4 3 5 4 6 5 7

9 1 1 3 2 4 3 5 4 6 5 7 6 8

8 1 1 3 2 4 3 5 4 6 5 7 6 8 7 9

7 1 1 3 2 4 3 5 4 6 5 7 6 8 7 9 8 10

6 1 1 3 2 4 3 5 4 6 5 7 6 8 7 9 8 10 9 11

5 1 1 3 2 4 3 5 4 6 5 7 6 8 7 9 8 10 9 11 10 12

4 1 1 3 2 4 3 5 4 6 5 7 6 8 7 9 8 10 9 11 10 12 11 13

3 1 1 3 3 5 4 7 5 9 6 11 7 13 8 15 9 17 10 19 11 21 12 23 13 25 14

2 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 11 1 12 1 13 1

s t− s 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27

Figure 5.1. The dimensions of the E2 term.

νxz2k−1 7→ h0x
2k−−1

νz2k 7→ νz2k−1

νxz2k 7→ νxz2k−1,

x 7→ 0

νx 7→ h0x

ν2x 7→ η2x

ν3x 7→ ωx

ν5x 7→ h0µx.

We depict now in figure 5.1 the dimensions of the F2-vector space Ext
t−s,sH∗(BZ/4∧

BZ/4) for 0 ≤ t− s ≤ 27. We exclude h1 multiples of the analysis at this stage.
We now add the d2 and d3 differentials and obtain the E3 term. The result is

shown in figure 5.2.
We have the followng result, needed for the determination of d3-differentials.

Lemma 5.4. The family of differentials from the s = 1 to the s = 4 line

d3 : E16,1
3 → E15,4

3 , d3 : E18,1
3 → E17,4

2

are surjective.

Proof. By direct computation, the rank of the differentials d3starting in t − s-
degree 12 and 14 are 2 and one, respectively. Let v1 and v2 be vectors in E12,1

3

such that d3 | ⟨v1, v2⟩ has rank 2. Then d2 |⟩,T 2
0 v1,T

2
1 v2,T

2
1 v1,T

2
1 v2⟨ has rank three

due to the compatibility of d3 with the cap product, and the fact that the 3-
dimensional vector space E15,4

3 is generated by T 2
0 and T 2

1 - multiples of elements

in E11,4
3 . Inductively, we cap with higher powers of T 2

0 and T 2
1 to obtain that the

bold and dashed differentials in figure 5.4 are all surjective. □

Corollary 5.5. In the E3 term of the Adams Spectral sequence for computing
ko∗(BZ/4 ∧BZ74), the following holds:

• The d3 differentials obtained by v- periodicity defined the s = 2 to the s = 5
line are surjective.
• The d3 differentials from t−s degree 2 to 5 hit all elements in degree s > 3
except multiples of the class hk3x0x1.

Proof. • The argument is analogous to 5.4.
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2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27

0

1

2

3

4

5

6

7

8

9

10

11

12

13

1 1 2 1 1 3 2 1 4 3 1 5 4 1 6 5 1 7 6 1

1 1 2 2 3 3 4 2 5 4 6 1 7 4 8 1 9 4 10 1 11 4 12 1 13

1 2 2 2 1 3 3 3 2 2 4 4 3 5 5 5 4 6 6 6 5 7

1 1 2 2 3 1 2 3 4 2 3 4 5 3 4 5 6 4 5 6 7

1 1 2 2 2 1 3 3 3 2 4 4 4 3 5 5 5 4 2

1 1 22 3 1 2 3 4 2 3 4 5 3 4 5 4

1 2 2 2 1 3 3 3 2 4 4 4 3 5

1 1 2 2 3 1 2 3 4 3 4 5

1 1 2 2 2 1 3 3 3 2 4

1 1 2 2 3 2 43

1 2 2 2 2 3

1 1 2 2 3

1 1 2

11

Figure 5.2. The dimensions for the E3 term of the Adams spec-
tral sequence, omitting η-multiples.

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27

0

1

2

3

4

5

6

7

8

9

10

11

12

13

1 1 2 1 1 3 2 1 4 3 1 5 4 1 6 5 1 7 6 1

1 ⋆1 2 ⋆2 3 3 4 2 5 4 6 1 7 4 8 1 9 4 10 1 11 4 12 1 13

⋆ 1 2 2 2 1 2 3 3 2 2 4 3 3 2 5 3 4 2 6 3 5 2

⋆ 1 2 2 3 1 2 3 4 2 1 4 4 3 1 5 4 4 1 6 4

1 ⋆ 2 2 2 3 2 3 2 3 2

⋆1 2 3 2 4 1 4 1 4

1⋆ 2 2 2 3 2 3 2

1 2 3 2 4 1 4

1 ⋆ 2 2 2 3 2

⋆1 2 3 2 4

⋆ 1 2 2 2

1 2 3

1 ⋆ 2

⋆1

Figure 5.3. E4 = E∞ term, now including η-multiples.

• By the compatibility of the complexification map with multiplication with
v2, and the description of 5.1, the differentials hit all elements in s degree
> 3 and odd t− s degree except the multiples of the class.

□

And finally the E∞ term, now depicting the η-mutiples. We depict this infor-
mation in figure 5.3.
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11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26

1

2

3

4

3 5 4 6 5 7 6 8

2 1 3 2 4 3 5 4

Figure 5.4. d3 differentials for lemma 5.6.

Let us present here the conclusions

Lemma 5.6. The dimensions of the E3 term of the Adams spectral sequence (in-
cluding η-multiples) converging to ko∗(BZ/4) is as in 5.4

Theorem 5.7. For t− s ≥ 7 of kot−s(BZ/4 ∧ BZ/4), there is only one family of
η-extensions: starting in t− s degree 8k + 1 to βkx0x1 for k = 1, 2, . . ..

There exists a hidden η-extension from (t− s, s) degree (5, 1) to αx0x1.

Theorem 5.8. [Rank of lower ko-theory.] The group orders of k̃on(BZ/4∧BZ/4)
are given by

n log2(| k̃on(BZ/4 ∧BZ/4) |)
2 2
3 3
4 5
5 3
6 4
7 7

Theorem 5.9. For n ≥ 8, the group orders of k̃on(BZ/4 ∧BZ/4) are given by

n log2(| k̃on(BZ/4 ∧BZ/4) |)
8d 10d− 1

8d+ 1 8d− 1
8d+ 2 10d+ 1
8d+ 3 12d+ 2
8d+ 4 10d+ 4
8d+ 5 8d+ 2
8d+ 6 10d+ 5
8d+ 7 12d+ 7

5.1. Hidden extensions.

Theorem 5.10. On the E∞-term of the Adams spectral sequence for ko∗(BZ/4∧2)
there exist the following hidden extensions:

• There exists a hidden η-extension from (t− s, s)-degree (5, 1) to αx0x1.
• In odd degrees, there are no non-zero elements of Adams filtration ≥ 4
excepting βk for k ∈ N

• There exists a hidden η-extension from E9,1
∞ to βx0x1.

Proof. Consider the sum of dimensions of 5.2 and 5.1.

• Let us consider the η-c-R exact sequence in degrees 5 and 6. See tables 3
and 2 The ranks of the abelian groups are as follows: Because c does not
decrease Adams filtration of the leading term, the η-multiple must be the
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s cokerh1 ku5 (kerh1)3

2 1 1

1 2 3 1

0 1 1
Table 2. Degree 5

s cokerh1 ku6 (kerh1)3

3 1

2 1 1

1 3 5 2

0 1 3 2
Table 3. Degree 6

unique non-zero element in Adams filtration 3, which is αx0x1. It follows
that there exists an element in ku5(BZ/4 ∧ BZ/4), which is zero in the
zeroth Adams filtration, non zero in the first Adams filtration and such
that its η- multiple is represented by ax0x1, where a is as defined in 2.10.
The hidden η extension cannot come from (t − s, s) degree (5, 2), since
there is no hidden extension from (5, 2) to (6, 1), In the same way, βx0x1
is an η- multiple, and ηβx0x1 ̸= 0, hence η2βx0x1 must be the image of a
differential supported in degree t−s = 13. Due to the formula given above,
it cannot be supported in s- degree 4. Moreover, the elements located in
(t− s, s)-degrees (17, 2) and (17, 1) cannot hit the element. it follows that
there exists a non-zero

d3 : E13,3
3 → E12,6

3 .

By considering the β- multiples of these differentials and th e hidden ex-
tensions, the comparison of number of generators fit, and hence there are
no further differentials or hidden extensions.

□

6. Detection Theorems

The Atiyah-Patodi-Singer index Theorem [3] provides a formula for the index of
the Dirac operator of a spin manifold W with boundary M , analogous to the usual
index formula. Roughly speaking, after imposing the Atiyah-Patodi Singer bound-
ary conditions, there exists a spectral function depending on the diffeomorphism
type of M

η(s,M) =
∑
λ

sign (λ)(dimEλ
) | λ |−s,

where the sum is over the point spectrum of the Dirac operator, Eλ denotes the
finite dimensonal eigenvalue corresponding to λ, the sum converges for sufficiently
large s, and has a meromorphic extension to the entire complex s-plane such that
η(0,M) is finite.

The equality

η(0,M) = Â(W )− Index(D)

holds, and it is the prototype of several index theorem for manifolds with boundary.
The η invariant can be defined for any self adjoint elliptic partial differential

operator of order d acting on smooth sections of a spooth vector bundle V on a
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closed smooth manifold M . For a spectral resolution {ϕn, λn} of P , the associated
η function is defined as

η(s, P ) :=
∑
n∈N

sign(λn) | λn |−s +dim ker(P ).

The η-invariant is defined as η(0, P ), and it will be denoted by η(M) to strenghten
the dependence on M (more precisely, its diffeomorphism type).

For a finite dimensional representation of a finite group π, denoted as ρ, and a
map from a closed, smooth and spin manifold f : M → Bπ, we can form a vector
bundle over M , which will be denoted by Vρ : M̃ ×π ρ → M . Here M̃ is the
cover of M classified by π. We define the Dirac operator acting on sections of Vρ,
D(M,f, ρ), and we will consider its η-invariant

η(M,f)(ρ).

Recall that a Bott Manifold B8 is a closed spin smooth manifold of dimension 8
and Â-genus equal to 1.

Up to spin bordism, a Bott Manifold L satisfies that the 4–times iterated con-
nected sum 4L is bordant to the product of the Kummer surface K ×K, where K
is the quadric

{[x0 : x1 : x2 : x3] ∈ CP 3 | x20 + x21 + x22 + x23 = 0}.
As a consequence of the determination of the alpha invariant [20], [36], there

exists a natural transformation of homology theories consisting of natural isomor-
phisms

ΩSpin
n (X)/T∗(X)[B−1] −→ KO∗(X).

In the previous expresion, T∗(X) denotes the subgroup generated by the set
of Spin manifolds which are Spin-bordant to HP 2-bundles, and B denotes a Bott
manifold. With this definition, the following theorem was proved as Theorem 4.1
in page 388 of [6].

Theorem 6.1. Let ρ be a virtual representation of virtual dimension zero of the
finite group π. Then the homomorphisms

Ωspin
n (Bπ)→ R/Z, KOn(Bπ)→ R/Z,

which send a spin bordism class f : M → Bπ to η(M,f)(ρ) are well defined.
Moreover, if ρ is of real type and n is congruent to 3 modulo 4, or if ρ is of
quaternionic type and n is congruent to 7 modulo 8, the range can be replaced by
R/2Z.

For a number of finite groups and several manifolds with them as fundamental
group (notably the spherical space forms), see [16], the values for the η invariant
are known.

We will need the following recorded values for lens spaces and bundles of lens
spaces with fundamental group Z/4, as well as some projective spaces.

Let Z/4 be the subgroup of the multiplicative group of the non- zero complex
numbers C∗ defined as

Z/4 = {λ ∈ C | λ4 = 1}.
For i ∈ {0, 1, 2, 3}, Let ρi be the irreducible, one dimensional complex represen-

tation. Notice that ρ2 is of real type, and all other representations are of complex
type.

Given a vector of integers a = (a1, . . . , a2k), and the representation

τa : Z/4→ U(2k)
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defined by

Z/4 ∋ λ 7→

λ
a1

. . .

λa2k

 ∈ U(2k)

Denote by S4k−1 the set of norm one vectors in the standard hermitian norm on
C2k. The C- linear unitary representation τa restricts to a fixed point free action
on S4k−1 if all ai are odd.

Definition 6.2. Define the lens space corresponding to a by

L4k−1(τa) := S4k−1/τa(Z/4).

And the lens space bundle corresponding to τa by

X4k+1(τa) := S(H⊗2 ⊕ C2k−1)/τa(Z/4),

where H → CP 1 is the Hopf line bundle.

We will be interested in the specific case of the representations τa given a 2k-tuple
a = (1, 1, . . . , 2j + 1) for j varying among positive integers. We will write

L4k−1
j := L4k−1(τ1,1,...,2j+1), X4k+1

j := X4k+1(τ1,1,...,2j+1).

Lemma 6.3. The following properties hold for the lens spaces, and are proved in
[13], [7] [4]:

• Both L4k−1(τa) and X4k+1(τa) are spin manifolds of dimension 4k − 1,
respectively 4k+1 whenever τa is a fixed point free representation. This is
the case if all ai are odd.

• A spin structure can be chosen by picking a square root of the determinant
representation δ. We will fix this choice as a1+...+a4k

2 . The η-invariant of

L4k−1(τa) for the standard (round) metric and spin structure satisfies

η(L4k−1)(a)(ρ− ρ0) =
1

4

3∑
g=1

Tr(ρ(g))(δ(g)(τa(g)))
1/2

det(τa(g)− id)
.

This specializes to

1

4

3∑
g=1

ζ
g(d+j)
4 (ζgu4 − 1)

(1− ζg4 )2d−1(1− ζg(1+2j)
4 )

.

More specifically, for the irreducible representations ρu:

η(L4d−1
1+2j )(ρu − ρ0) =


−1d+1 · ( 1

2d+1 + 1
22d+1 ) j = 0, u = 1, 3 .

−1d+1

2d
u = 2.

(−1d+1) · ( 1
2d+1 − 1

22d+1 ). j = 1, u = 1, 3.

Similarly, the η-invariant of X4k+1
j satisfies:

η(X4k+1
j )(ρu) =

1

4

3∑
g=1

ζ
g(k+j)
4 (1 + ζg4 )ζ

gu
4

(1− ζg4 )2k(1− ζ
g(1+2j)
4 )

.

Which specializes to

η(X4d+1
2j+1 )(ρu) =


−1d+1

2d+1 u = 1.

0 u = 2.
−1d

2d+1 u = 3.
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• For the spin real projective spaces the η- invariants are as follows:

η(RP 8d+3)(ρ1 − ρ0) =
−1

24d+2
,

η(RP 8d+7)(ρ1 − ρ0) =
−1
22d
∈
{
R/2Z 4d− 1 ≡ 3 mod 8.

R/Z 4d− 1 ≡ 7 mod 8.

Notice that this is defined for the only nontrivial virtual representation of
Z/2 of virtual dimension zero.

• All of the three families of manifolds X4d+1
2j+1 , RP d, and L4d−1

2j+1 admit a
metric of positive scalar curvature.

Recall that the η invariant can also be defined for Spin(c), Pin, and even Pin+,
Pin−, non-orientable manifolds. The following result can be found in [5] as Theorem
1.5 in page 224, and as Theorem 1.9.3 in page 106 of [16].

Lemma 6.4. Let d be an integer greater or equal to zero.

• For the Spin(c) projective space RP 4d−1, and the nontrivial irreducible
representation of Z/2) ρ1 the η-invariant satisfies

η(RP 4d−1)(ρ1) =
1

23d−2
.

• For either one of the Z/4- manifolds L̃(1) (with free Z/4- action, and S1

(with trivial Z/4-action, the manifolds RP 4d−1 × S1, and RP 4d−1 × ˜L(1),
the product manifolds are Spin, and their η-invariant with respect to the
product metric and the spin structure satisfies

η(ρu − ρ0) =
{

1
23d−2 u = 0, 2.

0 else.

The following manifold will be relevant for the detection theorem 6.23.

Definition 6.5. Let i be a natural number,and let j be an even natural number.
Consider the manifold N4i+1,j , defined as follows.
Take the tautological bundle Li over RP 4i+1, and form the vector bundle of even

real rank 2Li ⊕ ϵ⊕j := 2Li
⊕

(
j⊕
i=1

ϵ) over RP 4i+1, where Li is as before, and ϵ is the

trivial line bundle.
Let the group Z/4 act on the fiber of the vector bundle by the diagonal rotation

of angle π
2

Rπ
2
⊕

j
2⊕
i=1

Rπ
2
,

Where every orthogonal transformation Rπ
2

is a rotation in two dimensional
euclidean space.

Consider the norm 1 sphere bundle with respect to a riemannian metric

S(2Li ⊕ ϵ⊕j),
and form the fiber bundle over RP 4i+1

S(2+ j
2 )−1/Z/4→ Ni,j → RP 4i+1.

Lemma 6.6. Consider the lens space bundle over RP 4i+1 , N4i+1,4(d−i−1)+2 with
specific parameters 4i + 1 and j = 4(d − i − 1) − 2, where d is a natural number,
and 0 ≤ i ≤ d− 1.
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(i) The mod2 cohomology of M4i+1,4(d−i−1)+2 is the F2-truncated polynomial
algebra with generators in degree 1

H∗(M4i+1,4(d−1−i)+2,F2) = F2[x̂, ŷ]/x̂
4i+1, ŷ4(d−i) + x̂2ŷ4(d−1−i)+2.

Moreover, the following relations hold:

x̂ŷ4d−1 = x̂3ŷ4d−3 = . . . = x̂4i−1ŷ4(d−i)+1 = x̂4i+1ŷ4(d−1−i)+3.

(ii) For each i ∈ {0, 2 . . . , d− 1}, the 4d-dimensional smooth manifold

M4i+1,4(d−i−1)−2

is spin.

Proof. • This follows from the Leray-Hirsch Theorem, as noticed in [22],
section 6 in page 158.

Let x ∈ H1(S4(d−i)−1/Z/4) be the generator for the truncated poly-
nomial algebra F2[x]/x

4(d−i). Similarly, denote by y ∈ H1(RP 4i+1) the
generator of the truncated polynomial algebra F2[y]/y

4i+2.
The statement about the relation follows for x̂ = s(x), where s denotes

a section of the map induced by the inclusion of a fiber, and x̂ = p∗(x),
for p the bundle projection.

• The following argument is due to M. Joachim and A. Malhotra[23].
Let Π be a vector bundle of rank n over RP 4i+1 with a fibrewise unitary

action of Z/4. Denote by L(Π) the bundle over RP 4i+1 which has as fiber
the quotient space of the unitary sphere under the Z/4 action.

Recall [22], [12], that by the Leray-Hirsch Theorem, the bundle of lens
spaces

Π has as mod2-cohomology ring

H∗(RPΠ) = H∗(RP 4i+1)[t]

/tn + tn−1w1(RP 4i+1) + . . . t1wn−1(RP 4i+1) + wn(RP 4i+1).

In particular, the following equalities hold.

w1(L(Π)) = w1(π) + w1(RP 4i+1) + nt.

w2(L(Π)) =

w2(Π) + w1(RP 4i+1)nt

+ w1(Π)t+ w2(Π) +
n(n− 1)

2
t2 + (n− 1)w1(Π)t+ w2(RP 4i+1).

‘
For the vector bundle 2(L4i+1) ⊕ (4(d − 1 − i) − 2)ϵ, and the mod 2

cohomology ring of RP 4i+1, given as Z/2[x̂]/x̂4i+2, the following identities
hold for the first and second Stiefel-Whitney classes :

w1(2(L4i+1)⊕ 4(d− 1− i) + 2)ϵ) = x̂+ x̂ = 0,

w2(2(L4i+1)⊕ (4(d− 1− i)− 2)ϵ) = x̂2,

as well as

wk(2(L4i+1 ⊕ 4(d− 1− i)− 2)ϵ) = 0 k > 2.
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Using lemma 6.6, we conclude that

w1(M4i+1,d−1−i−2) =

w1(RP 4i+1) + w1(2(L4i+1 ⊕ 4(d− 1− i)− 2)ϵ) + 4(d− 1− i)ŷ = 0

as well as

w2(M4i+1,d−1−i+2) =

x̂2 + 4(d− i− 1) + 2(4(d− i− 1) + 1)ŷ2 + x̂2 =

2x̂2 = 0.

□

Similarly to the lens space bundle consider now the action of Z/2 on the fiber of
the vector bundle

2Li
⊕

(

j⊕
i=1

ϵ)

over RP 4i+1, where Li is as before, and ϵ is the trivial line bundle.

Definition 6.7. Let j be an even natural number, and let i be a natural number.
Denote byMi,j the projectivized bundle of the vector bundle 2Li⊕ϵj⊕ over RP 4i+1.
In symbols,

RP 2+ j
2−1 −→Mi,j → RP 4i+1.

Completely analogous to Lemma 6.6, the following property holds for the mod 2-
homology of this manifold.

Lemma 6.8. The smooth manifold Ni,j is spin.

Denote by L̂4k−1(a) and X̂4k−1(a) the manifolds with the trivial Z/4-structure,
meaning the homotopy class of the constant map X → BZ/4.

Definition 6.9. We fix the spin structure as before and consider the manifolds

• L̃4d−1
j = L4d−1(1, 1, . . . , 2j + 1)− L̂4d−1(1, 1, . . . , 2j + 1) ∈ Ω̃Spin

4d−1(BZ/4).
• X̃4k+1

j = X4k+1(1, 1, . . . , 2j + 1)− X̂4k+1(1, 1, . . . , 2j + 1).

For integers j.
We denote the special case L1(1) = S1/Z/4 together with the spin structure as

before. And we denote by M∗(BZ/4) the Ω̃Spin
∗ (BZ/4)-submodule generated by

the manifolds L̃4d−1(1, 1, . . . , 1) and

X̃4k+1(1, 1, . . . , 1).

Definition 6.10. We recall the generators for the kernel of the Gromov-Lawson-
Rosenberg map for the cyclic group Z/4 from [6], page 398.

• Y 3 = L̃3(1, 1)− 3L̃3(1, 3).
• Y 8d+3 = Y 3 × (B8)d.

• Z3 = L̃3(1, 1).

• Z5 = X̃5(1, 1)− 3X̃5(1, 1)

• Z7 = L̃7(1, 1, 1, 1)− 3L̃7(1, 1, 1, 3).

• Z9 = L̃9(1, 1, 1, 1)− 3L̃9(1, 1, 1, 3)− 3L̃9(1, 1, 3, 1)− 3L̃9(1, 1, 3, 3).
• Zn = Zn−8 ×B8 for n > 9.

For further reference we include here the key points of the estimate of the order
of the image of D, which proves the Gromov-Lawson-Rosenberg conjecture for Z/4.

The result was originally proved in [6] using the Atiyah-Hirzebruch spectral
sequence to deduce the order of the relevant ko-groups. An additional proof using
the Adams spectral sequence was given in [35].
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Theorem 6.11. For n ≥ 1, the orders of the groupsMn(BZ/4), generated by the

manifolds of positive scalar curvature described in 6.10, and k̃on(BZ/4) relate as
follows:

log2(| Mn(BZ/4) |) log2(| k̃on(BZ/4) |)
n = 8d 0 0

n = 8d+ 1 (2d+ 1) (2d+ 1) + 1
n = 8d+ 2 0 1
n = 8d+ 3 2d+ 2 2d+ 2
n = 8d+ 4 0 0
n = 8d+ 5 2d+ 1 2d+ 1
n = 8d+ 6 0 0
n = 8d+ 7 2d+ 2 2d+ 2

The following corollary was originally proved in [6], as consequence of Theorem
2.4 page 379. We give here the result as a consequence of the determination of
the Adams differentials in 3.16. Previous alternative arguments have been given as
part of Theorem 5.1 in [6].

Corollary 6.12. The Gromov-Lawson-Rosenberg Conjecture holds for the group
Z/4

Finally, we will need induction for the estimates of the orders of odd dimensional
ko-homology groups.

The orthogonality relations for characters have as consequence the following
result, proved as lemma 3.2.8 in page 297 of [16].

Lemma 6.13. Let H be a subgroup of Z/4× Z/4.
For a spin manifold M together with a map M → BH For the inclusion i : H →

Z/4× Z/4, the formula

η(ΩSpin
∗ (i∗)(M))ρu,ũ = η(M)(ρu,ũ |Z/4×Z/4

H )

holds.

We will consider the induction maps

ΩSpin
∗ (BZ/4)

φm,n−→ ΩSpin
∗ (BZ/4× Z/4),

for group homomorphisms φ : Z/4→ Z/4× Z/4, which will be described below.
The group Z/4× Z/4 has the presentation

Z/4× Z/4 = ⟨a, b | a4, b4, aba−1b−1⟩.

Definition 6.14. For a pair of integers m,n, we will denote by Hm,n the cyclic
subgroup generated by the element ambn.

Lemma 6.15. The following tables depict the isomorphism type of the restrictions
of a representation ρn,m to a subgroup Hi,j:
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ρ0,1 ρ0,2 ρ0,3 ρ1,0 ρ1,1 ρ1,2 ρ1,3

H0,1 ρ1 ρ2 ρ3 ρ0 ρ1 ρ2 ρ3

H1,1 ρ1 ρ2 ρ3 ρ1 ρ2 ρ3 ρ0

H1,3 ρ3 ρ2 ρ1 ρ1 ρ0 ρ3 ρ2

H2,1 ρ1 ρ2 ρ3 ρ2 ρ3 ρ0 ρ2

H1,0 ρ0 ρ0 ρ0 ρ1 ρ1 ρ1 ρ1

H1,2 ρ2 ρ0 ρ2 ρ1 ρ3 ρ1 ρ3

ρ2,0 ρ2,1 ρ2,2 ρ2,3 ρ3,0 ρ3,1 ρ3,2 ρ3,3

H0,1 ρ0 ρ1 ρ2 ρ3 ρ0 ρ1 ρ2 ρ3

H1,1 ρ2 ρ3 ρ0 ρ1 ρ3 ρ0 ρ1 ρ2

H1,3 ρ2 ρ1 ρ0 ρ3 ρ3 ρ2 ρ1 ρ0

H2,1 ρ0 ρ1 ρ2 ρ3 ρ2 ρ3 ρ0 ρ1

H1,0 ρ2 ρ2 ρ2 ρ2 ρ3 ρ3 ρ3 ρ3

H1,2 ρ2 ρ0 ρ2 ρ0 ρ3 ρ1 ρ3 ρ1

Given a group homomorphism φm,n : Z/4 → Z/4 × Z/4, and a smooth spin
manifold M with fundamental group Z/4, we will denote the spin bordism class
of the induced manifold by φm,n∗ (M). This represents the spin bordism class of a
manifold with fundamental group Z/4×Z/4, and hence an element in the bordism

group ΩSpin
∗ (BZ/4× Z/4).

General strategy for the proof of Theorem 1.2.
We will use Theorem 3.2 to split the arguments. At the level of connective

ko-homology groups, the splitting appears as follows:

ko∗(BZ/4× Z/4) ∼= k̃o∗(BZ/4)⊕ k̃o∗(BZ/4)⊕ k̃o∗(BZ/4∧2).

We identify the kernels of the map A ◦ per along this additive splitting.

Definition 6.16. Denote by ker4 the kernel of A◦per on each summand k̃o∗(Z/4).
Similarly, denote by ker4,4 the kernel ofA◦per on the smash summand k̃o∗(BZ/4∧2).

From the proof of the Gromov-Lawson-Rosenberg conjecture for Z/4 we have
that the order of ker4 agrees with the image of D, detected by η-invariants as
described in the table inside the statement of 3.17.

Thus, we will concentrate in proving the following two statements to finish the
proof of Theorem 1.2:

• For even degree, all classes in the mod 2 homology are realized by manifolds
of positive scalar curvature, which are linearly independent. It follows from
the Adams spectral sequence that the connective ko-homology is generated
by fundamental classes of spin manifolds of positive scalar curvature.

• For odd degree, the order of ker4,4 is equal to the rank of a matrix con-
structed with η-invariants of positive scalar curvature induced from the
ones in 6.9, and 6.10.

6.1. Odd Degree. Consider the following ordered collection of cyclic subgroups
in the notation of definition 6.14.

Definition 6.17.

SG4,4 = {H0,1, H1,1, H1,3, H2,1, H1,0, H1,2}.
We will show that the images under D of the induced manifolds with positive

scalar curvature φm,n∗(M) for

(m,n) ∈ {(0, 1), (1, 1), (1, 3), (2, 1), (1, 0), (1, 2)}
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and M as in definitions 6.9 and 6.10 exhaust the kernel of the map A ◦ per in
odd degree. Our method will consist of estimating the order of the image of D by
producing a matrix of η invariants as in [6], [25]. We then compare against the

orders of the groups predicted by the computation of k̃o∗(BZ/4× Z/4).

Definition 6.18. Let Cn denote the abelian subgroup of kon(BZ/4×Z/4) gener-
ated by the image under D of the induced manifolds

(φk,l)∗(M),

Where M is n-dimensional belonging to the lists given in 6.9, 6.10.

Lemma 6.19. For odd degree, the log2 orders of the subgroups ker4, ker4,4, and
the order of the group defined in 6.18 relate as follows:

* ker4,4 ker4,4 C∗
8d+ 1 2d+ 1 8d− 2 12d
8d+ 3 6d+ 4 12d+ 2 24d+ 10
8d+ 5 2d+ 2 8d+ 2 12d+ 6
8d+ 7 6d+ 6 12d+ 7 24d+ 19

In particular, according to the splitting from Theorem 3.2,

| kerA ◦ per |= 2 | ker4 | + | ker4,4 | .

Lemma 6.19 has as consequence theorem 1.2 for odd degrees. The rest of this
subsection will deal with the verification of the assertions of the table in 6.19.

For the manifolds above, we will produce a 24×4 matrix containing η- invariants
and their restrictions along the subgroups 6.17. According to lemma 6.13, this
computes a lower bound for the order of the subgroup generated by the induction
of the manifolds of 6.9 and 6.10.

Definition 6.20. Let ρ(u,ũ) be an irreducible representation of Z/4× Z/4. Given
a smooth, spin manifold M , form the 6× 1 matrix with coefficients in R/Z,
Cu,ũ with rows given by the restriction to the subgroups in the ordered list SG4,4

as depicted in definition 6.17. In symbols:

Cu,ũ =


η(M)(ρu,ũ |H0,1

)
η(M)(ρu,ũ |H1,1)
η(M)(ρu,ũ |H1,3)
η(M)(ρu,ũ |H2,1

)
η(M)(ρu,ũ |H1,0

)
η(M)(ρu,ũ |H1,2

)


We now form the 24×4 matrix which is obtained by arranging the matrices Cu,ũ

acording to the lexicographic order. In condensed form

A(M) =


C0,0 C1,0 C2,0 C3,0

C1,0 C1,1 C1,2 C1,3

C2,0 C2,1 C2,2 C2,3

C3,0 C3,1 C3,2 C3,3

 .

In expanded form the matrices Ci,j are as follows:
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C10 =



η(M)(ρ0)
η(M)(ρ1)
η(M)(ρ1)
η(M)(ρ1)
η(M)(ρ2)
η(M)(ρ1)
η(M)(ρ1)



C2,0 =


η(M)(ρ0)
η(M)(ρ2)
η(M)(ρ2)
η(M)(ρ0)
η(M)(ρ2)
η(M)(ρ2)



C3,0 =


η(M)(ρ0)
η(M)(ρ3)
η(M)(ρ3)
η(M)(ρ2)
η(M)(ρ3)
η(M)(ρ3)



C1,0 =


η(M)(ρ0)
η(M)(ρ1)
η(M)(ρ1)
η(M)(ρ2)
η(M)(ρ1)
η(M)(ρ1)



C1,1 =


η(M)(ρ1)
η(M)(ρ2)
η(M)(ρ0)
η(M)(ρ3)
η(M)(ρ1)
η(M)(ρ3)



C1,2 =


η(M)(ρ2)
η(M)(ρ3)
η(M)(ρ3)
η(M)(ρ0)
η(M)(ρ1)
η(M)(ρ1)



C1,3 =


η(M)(ρ3)
η(M)(ρ0)
η(M)(ρ2)
η(M)(ρ1)
η(M)(ρ1)
η(M)(ρ3)


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C2,0 =


η(M)(ρ0)
η(M)(ρ2)
η(M)(ρ2)
η(M)(ρ0)
η(M)(ρ2)
η(M)(ρ2)



C2,1 =


η(M)(ρ1)
η(M)(ρ3)
η(M)(ρ1)
η(M)(ρ1)
η(M)(ρ2)
η(M)(ρ2)



C2,2 =


η(M)(ρ2)
η(M)(ρ0)
η(M)(ρ0)
η(M)(ρ2)
η(M)(ρ2)
η(M)(ρ2)



C2,3 =


η(M)(ρ3)
η(M)(ρ1)
η(M)(ρ3)
η(M)(ρ3)
η(M)(ρ2)
η(M)(ρ0)



C3,0


η(M)(ρ0)
η(M)(ρ3)
η(M)(ρ3)
η(M)(ρ2)
η(M)(ρ3)
η(M)(ρ3)



C3,1 =


η(M)(ρ1)
η(M)(ρ0)
η(M)(ρ2)
η(M)(ρ3)
η(M)(ρ3)
η(M)(ρ1)



C3,2 =


η(M)(ρ2)
η(M)(ρ1)
η(M)(ρ1)
η(M)(ρ0)
η(M)(ρ3)
η(M)(ρ3)



C3,3 =


η(M)(ρ3)
η(M)(ρ2)
η(M)(ρ0)
η(M)(ρ1)
η(M)(ρ3)
η(M)(ρ1)


We will need the following modification in order to estimate the order of ko-

groups of dimension 3 and 7 modulo 8, according to Theorem 6.1.

Definition 6.21. Let ρ(u,ũ) be an irreducible representation of Z/4× Z/4. Given
a smooth, spin manifold M , form the 6× 1 matrix with coefficients in R/2Z,
C̃u,ũ with rows given by the restriction to the subgroups in the ordered list SG4,4

as depicted in definition 6.17. In symbols:

C̃u,ũ =


η(M)(ρu,ũ−u0,0

|H0,1
)

η(M)(ρu,ũ−u0,0 |H1,1)
η(M)(ρu,ũ−u0,0 |H1,3)
η(M)(ρu,ũ−u0,0

|H2,1
)

η(M)(ρu,ũ−u0,0
|H1,0

)
η(M)(ρu,ũ−u0,0

|H1,2
)


We now form the 24× 4 matrix with coefficients in R/2Z, which is obtained by

arranging the matrices C̃u,ũ acording to the lexicographic order. In condensed form

A(M) =


C̃0,0 C̃1,0 C̃2,0 C̃3,0

C̃1,0 C̃1,1 C̃1,2 C̃1,3

C̃2,0 C̃2,1 C̃2,2 C̃2,3

C̃3,0 C̃3,1 C̃3,2 C3,3

 .
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We now describe the matrices for each of the dimensions in odd degree.

Dimension 8d+ 1
Put d = 2d

′
for d

′
a natural number. Consider the spin manifold X4d+1

j . And

form the 24× 4 matrix over R/Z.

A8d+1 =


C0,0 C1,0 C2,0 C3,0

C1,0 C1,1 C1,2 C1,3

C2,0 C2,1 C2,2 C2,3

C3,0 C3,1 C3,2 C3,3

 .

We introduce the notation

xd =
−1d+1

2d+1
, yd =

−1d+1

22d+1
, zd =

−1d+1

2d
.

The 6× 1 matrices are given as the η-invariants of X8d+1
j , as follows:

C10 =


0
−xd
−xd
0
−xd
−xd



C2,0 =


0
0
0
0
0
0



C3,0 =


0
xd
xd
0
xd
xd



C1,0 =


0
−xd
−xd
0
−xd
−xd



C1,1 =


−xd
0
0
xd
−xd
xd



C1,2 =


0
xd
xd
0
−xd
−xd



C1,3 =


xd
0
0
−xd
−xd
xd


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C2,0 =


0
0
0
0
0
0



C2,1 =


−xd
xd
−xd
xd
0
0



C2,2 =


0
0
0
0
0
0



C2,3 =


xd
−xd
xd
xd
0
0



C3,0 =


0
xd
xd
0
xd
xd



C3,1 =


−xd
0
0
xd
xd
−xd



C3,2 =


0
−xd
−xd
0
xd
xd



C3,3 =


x3
0
0
−xd
xd
−xd


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Dimension 8d+ 3
We recall the manifolds Y 8d+3 = L̃3(1, 1)− 3L̃3(1, 3)×B8d , and notice that the

definition for the matrix here is 6.21.
The matrices C̃i,j take values over the ring R/2Z are as follows

C1,0 =


0

−2xd − 4yd
−2xd − 4yd
−2xd − 4yd
−2z2

−2xd − 4yd



C2,0 =


0
−2zd
−2zd
0
−2zd
−2zd



C3,0 =


0

−2xd − 4yd
−2xd− 4yd
−2zd

−2xd − 4yd
−2xd − 4yd



C1,0 =


0

−2xd − 4yd
−2xd − 4yd
−2zd

−2xd − 4yd
−2xd − 4yd



C1,1 =


−2xd − 4yd
−2zd
0

−2xd − 4yd
−2xd − 4yd
−2xd − 4yd



C1,2 =


−2zd

−2xd − 4yd
−2xd − 4yd

0
−2xd − 4yd
−2xd − 4yd



C1,3 =


−2xd − 4yd

0
−2zd

−2xd − 4yd
−2xd − 4yd
−2xd − 4yd


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C2,0 =


0
−2zd
−2zd
0
−2zd
−2zd



C2,1 =


−2xd − 4yd
−2xd − 4yd
−2xd − 4yd
−2xd − 4yd
−2zd
−2zd



C2,2 =


−2zd
0
0
−2zd
−2zd
−2zd



C2,3 =


−2xd − 4yd
−2xd − 4yd
−2xd − 4yd
−2xd − 4yd
−2zd
0



C3,0 =


0

xd − 4yd
xd − 4yd
−2zd

xd − 4yd
xd − 4yd



C3,1 =


xd − 4yd

0
−2zd

xd − 4yd
xd − 4yd
xd − 4yd



C3,2 =


−2zd

xd − 4yd
xd − 4yd

0
xd − 4yd
xd − 4yd



C3,3 =


xd − 4yd
−2zd
0

xd − 4yd
xd − 4yd
xd − 4yd


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Dimension 8d + 5 Recall that the proposed manifolds in this dimension are

given by X̃5
j ×B8d. The matrices Ci,j from definition 6.20 are as follows:

C1,0 =


0
−4xd
−4xd
0
−4xd
−4xd



C2,0 =


0
0
0
0
0
0



C3,0 =


0
−2xd
−2xd
0
−2xd
−2xd



C1,0 =


0
−4xd
−4xd
0
−4xd
−4xd



C1,1 =


−4xd
0
0
−4xd
−4xd
−4xd



C1,2 =


0
−4xd
−4xd
0
−4xd
−4xd



C1,3 =


−4xd
0
0
−4xd
−4xd
−4xd


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C2,0 =


0
0
0
0
0
0



C2,1 =


−4xd
−4xd
−4xd
−4xd
0
0



C2,2 =


0
0
0
0
0
0



C2,3 =


−4xd
−4xd
−4xd
−4xd
0
0



C3,0


0
−4xd
−4xd
0
−4xd
−4xd



C3,1 =


−4xd
0
0
−4xd
−4xd
−4xd



C3,2 =


0
−4xd
−4xd
0
−4xd
−4xd



C3,3 =


−4xd
0
0
−4xd
−4xd
−4xd


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Dimension 8d + 7. Recall that the proposed manifolds in dimension 7 moulo

8 are Z7 ×B8d, Where Z7 = L̃7
1 − 3L̃7

3. Moreover, the matrix in this dimension is

Ã, as in definition 6.21.

C1,0 =



0
−2xd − 2yd
−2xd − 2yd
−2xd − 2yd
−2zd

−2xd − 2yd
−2xd − 2yd



C2,0 =


0
2zd
2zd
0
2zd
2zd



C3,0 =


−2zd

−2xd − 2yd
−2xd − 2yd
−2zd

−2xd − 2yd
−2xd − 2yd



C1,0 =


0

−2xd − 2yd
−2xd − 2yd
−2zd

−2xd − 2yd
−2xd − 2yd



C1,1 =


−2xd − 2yd
−2zd
0

−2xd − 2yd
−2xd − 2yd
−2xd − 2yd



C1,2 =


−2zd

−2xd − 2yd
−2xd − 2yd

0
−2xd − 2yd
−2xd − 2yd



C1,3 =


−2xd − 2yd

0
2zd

−2xd − 2yd
−2xd − 2yd
−2xd − 2yd





GROMOV-LAWSON-ROSENBERG CONJECTURE 51

C2,0 =


0
−2zd
−2zd
0
−2zd
−2zd



C2,1 =


−2xd − 2yd
−2xd − 2yd
−2xd − 2yd
−2xd − 2yd
−2zd
−2zd



C2,2 =


−2zd
0
0
−2zd
−2zd
−2zd



C2,3 =


−2xd − 2yd
−2xd − 2yd
−2xd − 2yd
−2xd − 2yd
−2zd
0



C3,0


0

−2xd − 2yd
−2xd − 2yd
−2zd

−2xd − 2yd
−2xd − 2yd



C3,1 =


−2xd − 2yd

0
−2zd

−2xd − 2yd
−2xd − 2yd
−2xd − 2yd



C3,2 =


−2zd

−2xd − 2yd
−2xd − 2yd

0
−2xd − 2yd
−2xd − 2yd



C3,3 =


−2xd − 2yd
−2zd
0

−2xd − 2yd
−2xd − 2yd
−2xd − 2yd


The matrices are diagonalized with a Sage code introduced in section 7.

6.2. Even Degree. We will show below that for every positive even integer k,
there exists a set

Mk

of spin smooth manifolds together with maps to BZ/4×Z/4, with the property that
any mod2-homology class in degree k is induced by a fundamental class of a smooth
manifold with positive scalar curvature of dimension k. We collect this remark in
the following result, whose proof will take the remaning part of the current section.

Definition 6.22. Let k be an even natural number. According to its mod 8 class,
define the set of manifolds.

M8d =
{
L8d−1
1 × RP 1, L8d−1

1 × L1
1, N4i+1,4(2d−i)−2, i ∈ {1, . . . , d− 1}

}
,

M8d+2 =
{
L4i+3
1 × RP 4(2d−i+1)+3, i ∈ {0, . . . , d− 1}

}
,

M8d+4 =
{
L8d−3
1 × RP 1, L8d−3

1 × L1
1, N4i+1,4(2d−i)−2, i ∈ {1, . . . , d− 1}

}
,

M8d+6 =
{
L4i+3
1 × RP 4(d−i)+3, i ∈ {0, . . . , d− 1}

}
.

We state now the main theorem of this section

Theorem 6.23. The previously introduced sets

Mk
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of smooth, spin manifolds with positive scalar curvature determine ko- homology
classes in degree k for Z/4× Z/4.

The dimension of the F2-vector space Ext0,kA1
(F2, H

∗(BZ/4 ∧ BZ/4)) (the E2-
term of the Adams spectral sequence converging to kok(BZ/4⊕BZ/4)) is equal to
the cardinality of the set Mk.

We will prove theorem 6.23 by an indirect argument.
We will show first that the manifolds Ni,j determine linearly independent el-

ements of the mod 2 homology H∗(BZ/4 × Z/4) by analyzing their image un-
der the F2 vector space homomorphism induced by the group quotient pr2,2 :
H∗(BZ/4 × Z/4) → H∗(BZ/2 × Z/2). The rest of the manifolds in the set Mk

are readily seen to generate elements in the homology of Z/4× Z/4.
Recall that the mod 2 cohomology of the group Z/4 × Z/4 is given in Lemma

3.9.
Moreover, according to lemma 4.1, the mod2-cohomology of the smash product

is

• In degree 2 by x0x1, generating a copy of F2.

• In degree 4d + 2 for d ≥ 1, x0x1T
2l+1
0 T

2(d−l)−1
1 , for l = 0, . . . , d − 1,

generating a copy of MSB .
• In degree 4d, x0x1T

2d−1
1 and T 2d−1

0 x0x1, generating a copy of MB , and

T 2l+1
0 T

2(d−l)−1
1 for l = 0, . . . d, which generate a copy of MSB .

We introduce the follwowing notation for elements in the mod 2-homology of
Z/4× Z/4 and Z/2× Z/2.

Notation 6.24. Consider the F2- vector space

H∗(BZ/4× Z/4).
Given r, s, t, u natural numbers, we denote the following elements in the mod 2

dual vector space with respect to the monomial basis

ξT r
0 T

s
1
=

(
T r0 T

s
1

)∗ ∈ H2r+2s(BZ/4× Z/4),

ξx0x1T t
0
∈ H2t+2(BZ/4× Z/4),

ξx0x1Tu
0
∈ H2u+2(BZ/4× Z/4).

Similarly for the F2- vector space

H∗(BZ/2× Z/2, ) = F2[x, y],

we introduce the notation

ξi,j =
(
xiyj

)∗ ∈ H∗(BZ/2× Z/2).

Lemma 6.25. Under the group homomorphism

pr2,2∗ : H∗(BZ/4× Z/4) −→ H∗(BZ/2× Z/2),

the fundamental class of Ni,j is mapped to Mi,j

Proof. Consider the fibrations

BZ/44(d−i)−1 −→ N4i+1,4(d−i−1)+2 → RP 4i+1,

BZ/24(d−i)−1 −→M4i+1,4(d−i−1)+2 → RP 4i+1.

The Serre spectral sequence converging to the homology of the total space of
these fibrations have as E2-terms
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E2
p,q = Hp(RP 4i+1, Hq(BZ/44(d−i)−1))⇒ H∗(N4i+1,4(d−i−1)+2),

and

F 2
p,q = Hp(RP 4i+1, Hq(BZ/24(d−i)−1))⇒ H∗(M4i+1,4(d−i−1)+2).

Where we have that Erp,q = 0 = F rp,q for p > 4i + 1 or q > 4(d − i − 1) + 2.
Notice than no differential with source in E4i+1,4(d−i−1)+2 can be non-zero. The
same holds for F4i+1,4(d−i−1)+2.

The map pr2,2∗ induces a map of Serre spectral sequences

Erp,q −→ Erp,q.

Which is surjective at the E2 term. Since there are no further non zero differentials,
the map sends the fundamental class of N4i+1,4(d−i−1)+2 to M4i+1,4(d−i−1)+2.

□

Consider the map ι4i+1,4(d−i−1+2) : M4i+1,4(d−i−1)+2 → BZ/2 × BZ/2, de-
termined by (j ◦ p, c), where p : M4i+1,4(d−i−1)+2 → RP 4i+1 is the projection,

j : RP 4i+1 → RP∞ = BZ/2 is the inclusion of the 4i+1-skeleton, and c is the map
classifying fundamental group c : RP 4i+1 → BZ/2. The following result states the
behaviour in cohomology of this map, and it follows directly from the definitions.
(See 6.8 for the notation.)

Lemma 6.26. Under the map

ι4i+1,4(d−i−1+2) :M4i+1,4(d−1−i)+2 −→ BZ/2× Z/2,

The following holds:

• The classes xky4d−k are mapped to x̂kŷ4d−k in cohomology. For k odd,
this implies

ι∗4i+1,4(d−i−1+2)(x
kyd−k) = x̂ŷ4d−1.

• In mod2 homology, the fundamental class of M4i+1,4(d−1−i)+2 is mapped
to the linearly independent elements

vi =

4+1∑
k≥1 odd

ξk,4d−k

This has a consequence the following corollary.

Corollary 6.27. The classes ξ1,4d−1, . . . v1, . . . vd−1, ξ4d−1,1 are linearly indepen-
dent .

We are now in position to finish the proof of theorem 6.23.
Due to corollary 6.27, the manifolds defined there produce linearly independent

classes in the even dimensional homology groups of BZ/4 ∧BZ/4.
According to 4.1, the rank of the F2-vector subspace generated by the linearly

independent equals the rank of the Mod 2 homology groups. Finally, by the Adams
spectral sequence, we obtain that all classes in the even graded ko-homology groups
of BZ4∧BZ/4 are obtained by this construction. This finishes the proof of theorem
6.23. Together with Theorem 6.1, this finishes the proof of Theorem 1.2.
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7. Sage Code

7.1. Sage code for diagonalization of η- invariants. We present the Sage code
needed to diagonalize the matrices of η-invariants. Computation of the echelon form
for A8d+1.

# Define the polynomial ring over the rationals with variable x_d

R.<x_d> = QQ[]

# Define the submatrices C_{i,j} as row block matrices

C_10 = matrix(R,[[0, -x_d , -x_d , 0, -x_d , -x_d]]).transpose ()

C_20 = matrix(R,[[0, 0, 0, 0, 0, 0]]).transpose ()

C_30 = matrix(R,[[0, x_d , x_d , 0, x_d , x_d]]).transpose ()

C_11 = matrix(R,[[-x_d , 0, 0, x_d , -x_d , x_d]]).transpose ()

C_12 = matrix(R,[[0, x_d , x_d , 0, -x_d , -x_d]]).transpose ()

C_13 = matrix(R,[[x_d , 0, 0, -x_d , -x_d , x_d]]).transpose ()

C_21 = matrix(R,[[-x_d , x_d , -x_d , x_d , 0, 0]]).transpose ()

C_22 = matrix(R,[[0, 0, 0, 0, 0, 0]]).transpose ()

C_23 = matrix(R,[[x_d , -x_d , x_d , x_d , 0, 0]]).transpose ()

C_31 = matrix(R,[[-x_d , 0, 0, x_d , x_d , -x_d]]).transpose ()

C_32 = matrix(R,[[0, -x_d , -x_d , 0, x_d , x_d]]).transpose ()

C_33 = matrix(R,[[x_d , 0, 0, -x_d , x_d , -x_d]]).transpose ()

# Construct the full matrix A^{8d+1} from the row block matrices

A_8d1 = block_matrix(R,[

[block_matrix(R,1, 3, [C_10 , C_20 , C_30]), block_matrix(R,1, 3, [

C_11 , C_21 , C_31])],

[block_matrix(R,1, 3, [C_12 , C_22 , C_32]), block_matrix(R,1, 3, [

C_13 , C_23 , C_33])]

])

# Transpose the matrix to get the desired form

A_8d1 = A_8d1.transpose ()

# Compute the echelon form of the matrix

echelon_form_A_8d1 = A_8d1.echelon_form ()

# Display the result

echelon_form_A_8d1

To simplify the computation we compute the echelon form of Ã8d+3 := (−1)d+1A8d+3

instead of A8d+3 using x̃d := (−1)d+1xd, ỹd := (−1)d+1yd, z̃d := (−1)d+1zd. We do
not add the prefix tilde in the code for readability.

# Define the polynomial ring over the rationals with variable x_d

R.<x_d> = QQ[]

# Define the substitutions

y_d = 2*x_d^2

z_d = 4*x_d^2

# Define the submatrices C_{i,j} as row block matrices with the

substitutions

C_10 = matrix(R,[[0, -2*x_d-4*y_d , -2*x_d-4*y_d , -2*x_d-4*y_d , -2*z_d ,

-2*x_d-4*y_d]]).transpose ()

C_20 = matrix(R,[[0, -2*z_d , -2*z_d , 0, -2*z_d , -2*z_d]]).transpose ()

C_30 = matrix(R,[[0, -2*x_d-4*y_d , -2*x_d-4*y_d , -2*z_d , -2*x_d-4*y_d ,

-2*x_d-4*y_d]]).transpose ()

C_11 = matrix(R,[[-2*x_d-4*y_d , -2*z_d , 0, -2*x_d-4*y_d , -2*x_d-4*y_d ,

-2*x_d-4*y_d]]).transpose ()

C_12 = matrix(R,[[-2*z_d , -2*x_d-4*y_d , -2*x_d-4*y_d , 0, -2*x_d-4*y_d ,

-2*x_d-4*y_d]]).transpose ()
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C_13 = matrix(R,[[-2*x_d-4*y_d , 0, -2*z_d , -2*x_d-4*y_d , -2*x_d-4*y_d ,

-2*x_d-4*y_d]]).transpose ()

C_21 = matrix(R,[[-2*x_d-4*y_d , -2*x_d-4*y_d , -2*x_d-4*y_d , -2*x_d-4*

y_d , -2*z_d , -2*z_d]]).transpose ()

C_22 = matrix(R,[[-2*z_d , 0, 0, -2*z_d , -2*z_d , -2*z_d]]).transpose ()

C_23 = matrix(R,[[-2*x_d-4*y_d , -2*x_d-4*y_d , -2*x_d-4*y_d , -2*x_d-4*

y_d , -2*z_d , 0]]).transpose ()

C_31 = matrix(R,[[x_d-4*y_d , 0, -2*z_d , x_d-4*y_d , x_d-4*y_d , x_d-4*

y_d]]).transpose ()

C_32 = matrix(R,[[-2*z_d , x_d-4*y_d , x_d-4*y_d , 0, x_d-4*y_d , x_d-4*

y_d]]).transpose ()

C_33 = matrix(R,[[x_d-4*y_d , -2*z_d , 0, x_d-4*y_d , x_d-4*y_d , x_d-4*

y_d]]).transpose ()

# Construct the full matrix A^{8k+3} from the row block matrices

A_8k3 = block_matrix(R, [

[block_matrix(R, 1, 3, [C_10 , C_20 , C_30]), block_matrix(R, 1, 3,

[C_11 , C_21 , C_31])],

[block_matrix(R, 1, 3, [C_12 , C_22 , C_32]), block_matrix(R, 1, 3,

[C_13 , C_23 , C_33])]

])

# Transpose the matrix to get the desired form

A_8k3 = A_8k3.transpose ()

# Compute the echelon form of the matrix

echelon_form_A_8k3 = A_8k3.echelon_form ()

# Display the result

echelon_form_A_8k3

Computation of the echelon form for A8d+5.

# Define the polynomial ring over the rationals with variable x_d

R.<x_d> = QQ[]

# Define the submatrices C_{i,j} as row block matrices

C_10 = matrix(R,[[0, -4*x_d , -4*x_d , 0, -4*x_d , -4*x_d]]).transpose ()

C_20 = matrix(R,[[0, 0, 0, 0, 0, 0]]).transpose ()

C_30 = matrix(R,[[0, -2*x_d , -2*x_d , 0, -2*x_d , -2*x_d]]).transpose ()

C_11 = matrix(R,[[-4*x_d , 0, 0, -4*x_d , -4*x_d , -4*x_d]]).transpose ()

C_12 = matrix(R,[[0, -4*x_d , -4*x_d , 0, -4*x_d , -4*x_d]]).transpose ()

C_13 = matrix(R,[[-4*x_d , 0, 0, -4*x_d , -4*x_d , -4*x_d]]).transpose ()

C_21 = matrix(R,[[-4*x_d , -4*x_d , -4*x_d , -4*x_d , 0, 0]]).transpose ()

C_22 = matrix(R,[[0, 0, 0, 0, 0, 0]]).transpose ()

C_23 = matrix(R,[[-4*x_d , -4*x_d , -4*x_d , -4*x_d , 0, 0]]).transpose ()

C_31 = matrix(R,[[-4*x_d , 0, 0, -4*x_d , -4*x_d , -4*x_d]]).transpose ()

C_32 = matrix(R,[[0, -4*x_d , -4*x_d , 0, -4*x_d , -4*x_d]]).transpose ()

C_33 = matrix(R,[[-4*x_d , 0, 0, -4*x_d , -4*x_d , -4*x_d]]).transpose ()

# Construct the full matrix A^{8d+5} from the row block matrices

A_8d5 = block_matrix(R, [

[block_matrix(R, 1, 3, [C_10 , C_20 , C_30]), block_matrix(R, 1, 3,

[C_11 , C_21 , C_31])],

[block_matrix(R, 1, 3, [C_12 , C_22 , C_32]), block_matrix(R, 1, 3,

[C_13 , C_23 , C_33])]

])

# Transpose the matrix to get the desired form

A_8d5 = A_8d5.transpose ()

# Compute the echelon form of the matrix

echelon_form_A_8d5 = A_8d5.echelon_form ()
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# Display the result

echelon_form_A_8d5

Computation of the echelon form for A8d+7. We use the same conventions as for
A8d+3.

# Define the polynomial ring over the rationals with variable x_d

R.<x_d> = QQ[]

# Define the substitutions y_d = 2*x_d^2 and z_d = 4*x_d^2

y_d = 2 * x_d^2

z_d = 4 * x_d^2

# Define the submatrices C_{i,j} as row block matrices

C_10 = matrix(R, [[0, -2*x_d-2*y_d , -2*x_d-2*y_d , -2*z_d , -2*x_d-2*y_d

, -2*x_d-2*y_d]]).transpose ()

C_20 = matrix(R, [[0, 2*z_d , 2*z_d , 0, 2*z_d , 2*z_d]]).transpose ()

C_30 = matrix(R, [[-2*z_d , -2*x_d-2*y_d , -2*x_d-2*y_d , -2*z_d , -2*x_d-

2*y_d , -2*x_d-2*y_d]]).transpose ()

C_11 = matrix(R, [[-2*x_d-2*y_d , -2*z_d , 0, -2*x_d-2*y_d , -2*x_d-2*y_d

, -2*x_d-2*y_d]]).transpose ()

C_12 = matrix(R, [[-2*z_d , -2*x_d-2*y_d , -2*x_d-2*y_d , 0, -2*x_d-2*y_d

, -2*x_d-2*y_d]]).transpose ()

C_13 = matrix(R, [[-2*x_d-2*y_d , 0, 2*z_d , -2*x_d-2*y_d , -2*x_d-2*y_d ,

-2*x_d-2*y_d]]).transpose ()

C_21 = matrix(R, [[-2*x_d-2*y_d , -2*x_d-2*y_d , -2*x_d-2*y_d , -2*x_d-2*

y_d , -2*z_d , -2*z_d]]).transpose ()

C_22 = matrix(R, [[-2*z_d , 0, 0, -2*z_d , -2*z_d , -2*z_d]]).transpose ()

C_23 = matrix(R, [[-2*x_d-2*y_d , -2*x_d-2*y_d , -2*x_d-2*y_d , -2*x_d-2*

y_d , -2*z_d , 0]]).transpose ()

C_31 = matrix(R, [[0, -2*x_d-2*y_d , -2*x_d-2*y_d , -2*z_d , -2*x_d-2*y_d

, -2*x_d-2*y_d]]).transpose ()

C_32 = matrix(R, [[-2*z_d , -2*x_d-2*y_d , -2*x_d-2*y_d , 0, -2*x_d-2*y_d

, -2*x_d-2*y_d]]).transpose ()

C_33 = matrix(R, [[-2*x_d-2*y_d , -2*z_d , 0, -2*x_d-2*y_d , -2*x_d-2*y_d

, -2*x_d-2*y_d]]).transpose ()

# Construct the full matrix A^{8k+7} from the row block matrices

A_8k7 = block_matrix(R, [

[block_matrix(R, 1, 3, [C_10 , C_20 , C_30]), block_matrix(R, 1, 3,

[C_11 , C_21 , C_31])],

[block_matrix(R, 1, 3, [C_12 , C_22 , C_32]), block_matrix(R, 1, 3,

[C_13 , C_23 , C_33])]

])

# Transpose the matrix to get the desired form

A_8k7 = A_8k7.transpose ()

# Compute the echelon form of the matrix

echelon_form_A_8k7 = A_8k7.echelon_form ()

# Display the result

echelon_form_A_8k7
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[37] S. Stolz. Splitting certain M Spin-module spectra. Topology, 33(1):159–180, 1994.

[38] R. E. Stong. Determination of H∗(BO(k, · · · ,∞), Z2) and H∗(BU(k, · · · ,∞), Z2). Trans.

Amer. Math. Soc., 107:526–544, 1963.
[39] R. M. Switzer. Algebraic topology—homotopy and homology. Classics in Mathematics.

Springer-Verlag, Berlin, 2002. Reprint of the 1975 original [Springer, New York; MR0385836

(52 #6695)].
[40] C. A. Weibel. An introduction to homological algebra, volume 38 of Cambridge Studies in

Advanced Mathematics. Cambridge University Press, Cambridge, 1994.
[41] K. Yano and S. Bochner. Curvature and Betti numbers, volume No. 32 of Annals of Mathe-

matics Studies. Princeton University Press, Princeton, NJ, 1953.

Email address: barcenas@matmor.unam.mx

URL: http://www.matmor.unam.mx /~barcenas
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