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Abstract. An interval algebra is a Boolean algebra which is isomorphic to
the algebra of finite unions of half-open intervals, of a linearly ordered set.
An interval algebra is hereditary if every subalgebra is an interval algebra.
We answer a question of M. Bekkali and S. Todorčević, by showing that it is
consistent that every �-centered interval algebra of size b is hereditary. We
also show that there is, in ZFC, an hereditary interval algebra of cardinality
@1.

1. Introduction

An interval algebra is a Boolean algebra which is isomorphic to the algebra
of finite unions of half-open intervals, of a linearly ordered set (eq., generated by
a chain in the Boolean algebra ordering) and a subinterval algebra is a Boolean
algebra which can be embedded into an interval algebra. These algebras were
considered long time ago by A. Mostowski and A. Tarski [13], who proved that
every countable Boolean algebra is an interval algebra, and have been an active
topic of research ever since. For basics results about them, the reader can consult
section 15 of [12] and the references therein.

It is easy to see that there are subinterval algebras that are not interval alge-
bras, the simplest example being the algebra of finite and cofinite subsets of !1.
In this note we investigate the class of hereditary interval algebras, i.e., Boolean
algebras with the property that all its subalgebras are interval algebras. In view
of the above mentioned result of A. Mostowski and A. Tarski, this class contains
all countable Boolean algebras. The question of the existence of an uncountable
hereditary interval algebra, is more complicated. The finite-cofinite algebra over
!1, shows that every hereditary interval algebra must satisfy the countable chain
condition. Moreover, M. Bekkali and S. Todorčević ([4]) went further and showed
that every hereditary interval algebra is �-centered. However, not all �-centered
interval algebras are hereditary. In fact, the clopen algebra of the Alexandro↵’s
double arrow space is not hereditary (see [16], [17]). Taking into account the above
results there is a natural cardinal invariant associated to the class of hereditary
interval algebras;

Definition 1.1. Let hia be

min{ |B| : B is a non-hereditary interval �-centered algebra }.
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This cardinal was, implicitly, investigated by M. Bekkali and S. Todorčević in
[4] where they proved that:

Theorem 1.2. Every �-centered subinterval algebra B of cardinality less than b is
an interval algebra.

Thus, they proved that b is a lower bound for hia, and moreover, it shows that
the existence of uncountable hereditary interval algebras is consistent with ZFC.
They also asked the following question:

Question 1.3. Are the cardinal invariants b and hia equal?

In this paper we answer Question 1.3 in the negative. The main ingredient
of the proof is a combinatorial reformulation of the cardinal invariant hia. This
reformulation comes from a careful analysis of the arguments in [4] and it is captured
in the following notion.

Definition 1.4. Given A ✓ 2<!, we say that A is adequate if there is a function
� : 2<! ! 2 such that for every s 2 2<! there are infinitely many n such that
s
_
�(s)n 2 A, where �(s)n denotes the constant function of length n.

The following are the main results of the paper.

Theorem 1.5. The cardinal hia is equal to the minimal cardinality of a subset X
of the irrationals numbers in the Cantor set that intersect the G�-closure of every
adequate set.

Theorem 1.6. Given any uncountable regular cardinal , it is consistent that hia =
 and b = @1.

It is worth mentioning that one of the main obstacles in proving this results
comes from the fact that b  hia  b2, where b2 is a mild strengthening of b (see
4.6). So roughly speaking hia is almost b. We also complement the above results
with the following.

Theorem 1.7. There is, in ZFC, a hereditary interval algebra of cardinality @1.

The paper is organized as follows. In Sections 2 and 3 will give a proof of
Theorem 1.5. Section 4 will give a proof of Theorem 1.6. In Section 5 will give a
proof of Theorem 1.7. Finally, in Section 6 we state some open problems.

The notation and terminology in this paper is fairly standard. We will use [8]
and [10] as general references for set theory, [18] as a reference for linear orders and
[12] as a reference for Boolean algebras.

2. Upper bound for the hereditary interval number.

In this section we begin the proof of Theorem 1.5. We will introduce a cardinal
invariant µ, which is a variation of the (un)bounding number b, and we will show
that it is equal to hia. In the current section we will show that hia  µ, deferring
the proof of the inequality µ  hia to the next section.

Before proceeding any further we need to recall a few definitions and fix some
notation.

Definition 2.1. Let (L,L) be a linearly ordered set. A subset D of L is called
order-dense if for any x <L y 2 L there is a d 2 D so that x L d L y. We say
that L is order-separable if there is a countable order-dense subset.

Definition 2.2. Let (L,L) be a linearly ordered set, D ✓ L and f 2 2D. Let
(L,L, ⌧f ) denote the generalised order space whose underlying set is L, and whose
topology is generated by the subbase
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{ (�1, x) : x 2 L } [ { (x,1) : x 2 L } [ { (�1, x] : x 2 f
�1(0) }

[ { [x,1) : x 2 f
�1(1) }.

A Boolean space is a compact, Hausdor↵, zero dimensional topological space.
Recall that Stone duality gives us an equivalence between the category of Boolean
algebras and the category Boolean spaces, under this equivalence subalgebras cor-
respond to quotients.

Definition 2.3. Let ⇠ be an equivalence relation on a Boolean space X. A subset
M of X is ⇠-saturated if x 2 M and x ⇠ x

0 implies x
0 2 M . We say that ⇠ is a

Boolean equivalence relation if the subalgebra

B⇠ = { b 2 Clop(X) : b is ⇠-saturated}
of Clop(X) separates the equivalence classes.

We now introduce the cardinal invariant that will be the main object of study
in this section.

Definition 2.4. Let µ be equal to the minimal cardinality of an order-separable
linear order L, for which there exists a countable subset D ✓ L, such that D is not
G� in (L,L, ⌧f ) for any function f 2 2D.

Proposition 2.5. The cardinal µ is equal to

⌫ := min{ |X| : Q ✓ X ✓ R, Q is not G� in (X,, ⌧f ) for any f 2 2D }.

Proof. First notice that µ  ⌫. Thus, it su�ces to show that ⌫  µ. To this end,
we shall show that if  < ⌫, then  < µ. Let L be an order-separable linearly
ordered set of cardinality less than ⌫ and D 2 [L]! be given. Define L̂ to be the
linearly ordered set obtained from L by inserting a copy of the rationals Q between
any jump of L and to the left (right) of the minimum (maximum) if they exist.
Let D̂ be equal to D union all added copies of Q. It is easy to verify that L̂

is a densely ordered set, and hence, D̂ is a countable dense linear order without
end-points. By Cantor’s theorem there is an order preserving bijection from D̂

onto Q, and moreover, this can be extended to an order preserving injection '

from L̂ into R. Set X := '
00[L]. Since |X| < ⌫, there is a function f 2 2Q and

a G�-set G in (X,, ⌧f ) such that G \ X = Q. It follows that Ĝ = '
�1(G),

is a G�-set in (L̂,L̂, ⌧f�') so that Ĝ \ L̂ = D̂ and Ĝ \ L = D. Thus, if the
topology on (L,L, ⌧g), where g := f �' � D, coincide with the subspace topology

of (L̂,L̂, ⌧f�'), then it follows that Ĝ \ L is G� on (L,L, ⌧g). This fact follows

from the observation that for any open ray (closed ray), say (q,1)L̂ with q 2 L̂\L,
the set (q,1)L̂ \ L = (a,1)L, where q is any element that belongs to the jump
a < q < b. The other cases are analogous. ⇤

In the next proposition we show that µ � hia. This is a generalization of Theorem
4.2 of [16], since we need some facts from its proof, we will reprove the part relevant
to us and also borrow some of its notation.

Proposition 2.6. There is a �-centered interval algebra of cardinality µ which is
not hereditary.

Proof. We will construct the desired Boolean algebra via Stone duality, i.e., we
shall construct a topologically separable, Boolean ordered space of weight µ which
admits a Boolean quotient which is not orderable.

Let Q := Q \ (0, 1) ✓ X ✓ (0, 1) be a set of cardinality µ such that Q is not
G� in (X,, ⌧f ) for any f 2 2Q, and moreover, we may also assume that X \ Q
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is dense in (0, 1). Define A(X) to be the topological space whose underlying set is
[0, 1] ⇥ {0} [ X ⇥ {1} [ Q ⇥ {2} and its topology is given by the order topology
induced from the lexicographical order (say, <`). Note that A(X) is a topologically
separable, Boolean ordered space of weight µ. Let ⇠ be the equivalence relation
consisting of the equality relation and all the pairs {(q, 0), (q, 2)} for q 2 Q. It
is easy to verify, using the assumption that X \ Q is dense in (0, 1), that ⇠ is a
Boolean equivalence relation. Define ⇡ : A(X) ! A(X)/ ⇠ to be the quotient map
and give Z := A(X)/ ⇠ the quotient topology, and let ⇡1 denote the projection
map to the first coordinate ⇡1 : Z ! [0, 1].

Now, it su�ces to prove that Z is not orderable. Suppose for a contradiction
that � is a linear order on Z which induces the quotient topology.

Let Y = Z \ Q ⇥ {1}, and let y0, z0(y1, z1) be the �-minimum (�-maximum)
elements of Y and Z, respectively. Since Y is compact, it follows that for every
q 2 Q, either z0 � (q, 1) � y0, or y1 � (q, 1) � z1 or a � (q, 1) � b, where a, b is a
jump in Y , i.e., (a, b)� \ Y = ;. This will be denoted by a �+

b. Moreover, since
Q ⇥ {1} is discrete, we have that if Q ⇥ {1} \ [z0, y0)� or Q ⇥ {1} \ (y1, z1]� is
infinite, then it is a sequence, of order type !, which converges to y0 or a sequence,
of order type !

⇤, which converges to y1, respectively. Similarly, if a, b is a jump in
Y , and Q⇥ {1}\ (a, b)� is infinite, then it has order type either ! or !⇤ or Z, and
it accumulates to a or b or both, respectively.

For each jump a, b of Y such that (a, b)�\Q⇥{1} 6= ;, let (qa,b, 1) = min((a, b)�\
Q⇥{1}) if there is a minimum, and let (qa,b, 1) = max((a, b)�\Q⇥{1}) if there is
a maximum and not a minimum, and choose (qa,b, 1) 2 (a, b)�\Q⇥{1} arbitrarily
otherwise.

Define f̃ : Q⇥ { 1 } ! Y as follows: f̃(q, 1) =

8
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

y0 if (q, 1) � y0 and ⇡1(y0) 6= q

y1 if (q, 1) � y0 and ⇡1(y0) = q

y1 if y1 � (q, 1) and ⇡1(y1) 6= q

y0 if y1 � (q, 1) and ⇡1(y1) = q

b if (q, 1) 2 (a, b)�+ , (qa,b, 1) is a minimum, and ⇡1(b) 6= q

a if (q, 1) 2 (a, b)�+ , (qa,b, 1) is a minimum, and ⇡1(b) = q

a if (q, 1) 2 (a, b)�+ , (qa,b, 1) is a maximum, and ⇡1(b) 6= q

b if (q, 1) 2 (a, b)�+ , (qa,b, 1) is a maximum, and ⇡1(b) = q

b if (q, 1) 2 (a, b)�+ , (qa,b, 1) is neither a minimum or maximum,

(qa,b, 1) � (q, 1) and ⇡1(b) 6= q

a if (q, 1) 2 (a, b)�+ , (qa,b, 1) is neither a minimum or maximum,

(qa,b, 1) � (q, 1) and ⇡1(b) = q

a if (q, 1) 2 (a, b)�+ , (qa,b, 1) is neither a minimum or maximum,

(q, 1) � (qa,b, 1) and ⇡1(a) 6= q

b if (q, 1) 2 (a, b)�+ , (qa,b, 1) is neither a minimum or maximum,

(q, 1) � (qa,b, 1) and ⇡1(a) = q

and let f : Q ! [0, 1] be given by f(q) = ⇡1(f̃(q, 1)). It follows directly from the
definition that f does not have any fixed points.

Claim 2.7. For every x 2 X \ (Q [ f
00(Q)) the set {q 2 Q : x 2 [q, f(q)]} is finite.
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Proof of the claim. Suppose for a contradiction that there is an x such that
{q 2 Q : x 2 [q, f(q)]} is infinite. By going to an infinite subset we can find an
infinite sequence {qn : n 2 !} so that, without loss of generality, qn < x < f(qn).
We proceed by cases.

Case 1: If {f(qn) : n 2 !} is finite, then we can find an infinite subset � ✓ !

and a 2 Y such that f̃(qn, 1) = a for all n 2 �. It follows, from the construction
of f̃ , that {(qn, 1) : n 2 �} converges to a. On the other hand, {[(qn, 0)] : n 2
�} ✓ ⇡

00([(0, 0), (x, 0)]<`) and a 2 ⇡
00([(x, 1), (0, 1)]<`), which contradicts that for

all infinite A ✓ Q, A⇥ {1} and ⇡
00(A⇥ {0}) have the same accumulation points.

Case 2: If {f(qn) : n 2 !} is infinite, then we can choose an infinite conver-
gent �-monotone (say, increasing) subsequence {qnk : k 2 !} so that (qn0 , 0) �+

f(qn1 , 0) � (qn2 , 0) � . . . Thus, both sequences converge to a point in the set
⇡
00([(x, 1), (0, 1)]<`), which as before contradicts the fact that {qnk : k 2 !} is con-

tained in the closed set ⇡00([(0, 0), (x, 0)]<`).

Set Xn := {x 2 (X \ (Q [ f
00(Q)) : |{q : x 2 (q, f(q))}| = n}, and let g : Q ! 2

be the function given by g(q) = 0 i↵ f(q) < q.

Claim 2.8. For each n, there is a G� set Gn in (X,, ⌧g) so that Q ✓ Gn and
Gn \Xn = ;.

Proof of the claim. We construct the desired G� by recursion on n. If n = 0,
then set G0 =

S
q<f(q)[q, f(q)) [

S
f(q)<q(f(q), q], it follows from the definition of

X0 that X0 \G0 = ;.
Suppose n � 1. For each F 2 [Q]n, let UF :=

T
q2F (q, f(q)) and let G =

[0, 1] \
S

F2[Q]n
UF . For every q 2

S
F2[Q]n

UF \Q pick an F so that q 2 UF . Now,
choose ↵q < q < �q such that (↵q,�q) ⇢ UF . Define Gn = G [

S
q<f(q)[q,�q) [S

q>f(q)(↵q, q]. Note that Gn is a G� in (X,, ⌧g), as is a finite union of G�’s, and
it follows from the definition of Xn that Gn \Xn = ;.

It follows that Q =
T

n2! Gn \
T

x2(f 00(Q)\X)\Q([0, 1] \ {x}). Hence, Q is a G� in
(X,, ⌧g) which contradicts the assumptions about X. ⇤

3. Lower bound for the hereditary interval number.

The purpose of this section is to prove the converse inequality, i.e., that hia  µ.
This will be done in a series of lemmas, but before we begin let us recall a few
definitions.

Given a partially ordered set (P,), we denote by B(P ) the Boolean subalgebra
of the power-set algebra of P generated by the cones of bx = { y 2 P : x  y } for
x 2 P . It is easy to see that if P is a linearly order set, then B(P ) is an interval
algebra. Moreover, one can show that every interval algebra is isomorphic to an
algebra of the form B(P ) for some linear order P .

The class of subinterval algebras also admit a similar representation. Recall that
a pseudotree is a partially ordered set T so that the set { y 2 T : y  x } is linearly
ordered for all x 2 T . A pseudotree algebra is a Boolean algebra of the form
B(T ), where T is a pseudotree. The following result relates both classes of Boolean
algebras.

Theorem 3.1 (see [1], [7], [9]). The class of subinterval algebras coincides with the
class of pseudotree algebras. ⇤

The rest of the section is devoted to the proof of the following theorem.
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Theorem 3.2. Any �-centered pseudotree algebra of cardinality less than µ is
isomorphic to an interval algebra.

It is worth mentioning that Theorem 3.2 is a generalization of Theorem 3.1 of
[4], we will build on their work, and also borrow some of its notation. However, in
order to carry this generalization we have to work with the Stone space instead of
working directly with the pseudotree.

Let (T,) be a rooted pseudotree with root 0T of cardinality < µ and such that
the Boolean algebra B(T ) is �-centered. We will show that there is a linear order
�1 on the Stone space X := Ult(B(T )) which induces the Stone topology. In order
to do so, we define a sequence ⇠n of Boolean equivalence relations on X, and a
sequence �n of linear orders on the quotient spaces Xn := X/ ⇠n such that for any
x, y 2 X and any n 2 !, if x ⇠n+1 y, then x ⇠n y, the linear order �n induces the
quotient topology on Xn, the maps ⇡n+1,n : Xn+1 ! Xn are continuous, monotonic
surjections and X is the inverse limit of the inverse system (Xn,⇡n+1,n : n 2 !),
and �1 is, roughly speaking, the limit of the orders �n.

Recall that the Stone space of B(T ) can be viewed as the set P (T ) of all downward
closed chains (paths) of (T,) with the topology induced from the Cantor cube 2T ,
when paths are identified with the corresponding characteristic functions.

Notice that since B(T ) is �-centered then T can be decomposed into countably
many chains and moreover, each Cn is isomorphic to a suborder of the reals. Fix
a sequence Cn(n 2 !) of ✓-maximal chains of T that cover T and let P (Cn) be
the set of all paths p contained in Cn and let P 0(Cn) be the set of all elements of
P (Cn) without a supremum in Cn. For any subset B 2 [P 0(Cn)]!. Define a linear
order <n,B on Cn [B as follows: x <n,B y i↵ either

• x, y 2 Cn and x < y or
• x 2 Cn, y 2 B and x 2 y or
• x 2 B, y 2 Cn and y /2 x or
• x, y 2 B and x ( y.

Lemma 3.3. For every n 2 ! and every countable subset B of the set P
0(Cn),

there exists a function f : B ! 2 such that B is a G�-subset of the generalized
order space (B [ Cn, <n,B , ⌧f ).

Proof. Notice that since Cn is isomorphic to a suborder of the reals R, then B[Cn

is order-separable. The rest follows from the definition of µ. ⇤

For p 2 P (T ), set Tp = { y 2 T : x < y for all x 2 p }. Define an equivalence
relation ⌘p on Tp by x ⌘p y i↵ there exists z 2 Tp such that z  x and z  y. This
lets us define the set BP (T ) = { p 2 P (T ) : |Tp/ ⌘p | � 2 } of branching paths of
T .

Lemma 3.4 ([4]). BP (T ) is countable. ⇤
Let B0 = BP (T ) \ P (C0) and let B000

0
= BP (T ) \ P

0(C0). It will be important
later on that we preserve the root in our construction, so if the root is a branching
point which does not have an immediate successor in C0, then we also add 0T to B000

0
.

Since B
000
0

is a countable subset of P 0(C0) we can find, by Lemma 3.3, a function
f : B000

0
! 2 (we also require that f(0T ) = 1 in case 0T 2 B

000
0
) and a decreasing

sequence Un of open subsets of (B000
0

[ Cn, <n,B000
0
, ⌧f ) such that B

000
0

=
T

n2! Un.
For p 2 B0, let Kp = (Tp/ ⌘p)\{[C0 \p]}, where [C0 \p] denotes the ⌘p-equivalence
class that includes C0 \ p. Thus, Kp is the set of all classes of the quotient Tp/ ⌘ p

with the exception of the class where the points of C0 \ p belong. By the definition
of B0, we have that Kp 6= ; for all p 2 B0.
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Fix an enumeration {p` : ` < `(B0)}, without repetitions, of B0. For each ` <

`(B0), let {Ki,` : i < i(`)} be an enumeration, without repetitions, of the set Kp`

and for each Ki 2 Ki,`, let x0,i,` = min(Ki,`) if it exists, and otherwise fix a strictly
decreasing sequence {xn,i,` : n < n(i, `)} of elements of Ki,` coinitial on Ki,`. We
will also use the notation xn,K,p whenever p 2 B0 and K 2 Kp.

For any p 2 P (T )\P (C0), let K0

p = [p\C0]⌘p\C0
and let x0

p = xk,K0
p,p\C0

, where
k = min{n 2 ! : xn,K0

p,p\C0
2 p \ C0}. Define an equivalence relation ⇠0 on P (T )

as follows: for any p, q 2 P (T ) we say that p ⇠0 q i↵ either p, q 2 P (C0) and p = q

or p, q /2 P (C0) and x
0

p = x
0

q.

Lemma 3.5. The relation ⇠0 is a Boolean equivalence relation.

Proof. It is straightforward to verify that ⇠0 is an equivalence relation. Let us
show that ⇠0 is Boolean. Fix two nonequivalent elements p, q 2 P (T ). We need
to find a clopen set b which is ⇠0-saturated such that p 2 b and q /2 b. The proof
proceed by cases:

Case 1: First supose the case p \ C0 6= q \ C0. Choose t 2 q 4 p arbitrary
and consider the basic clopen set Nt := {r 2 P (T ) : t 2 p}. It su�ces to show
that Nt is ⇠0-saturated. Let r 2 Nt and r

0 2 P (T ) so that r ⇠0 r
0. Notice that

t 2 r \ C0 = r
0 \ C0, hence r

0 2 Nt.

Case 2: Suppose p \ C0 = q \ C0. Notice that at least one of the sets p \ C0,
q \ C0 is non-empty. Let us assume, without loss of generality, that that p \ C0 is
nonempty.

Case 2.a: If q \ C0 = ;, then consider the basic clopen set Np := {r 2
P (T ) : x0

p 2 r}. It is su�cient to show that Np is ⇠0-saturated. For any given
r 2 Np and r

0 2 P (T ) so that r ⇠0 r
0. Observe that x0

p  x
0

r = x
0

r0 . Thus, x
0

p 2 r
0.

Case 2.b: If q \C0 6= ;, then choose x = max{x0

p, x
0

q} if they are comparable
and arbitrarily otherwise. It follows that the basic clopen set Nx := {r 2 P (T ) : x 2
r} separates p from q and it is ⇠0-saturated, as shown, in the previous case. ⇤

Let B0
0
be the collection of all branching paths that have an immediate succesor

in C0, i.e., there exists an element tp 2 C0 such that p = {x 2 T : x < tp}. Let B00
0

be the collection of all paths in B0 \ (B0
0
[ {0T }) that have a maximum in C0, and

recall that B000
0

was defined above..

Lemma 3.6. There is a function ' : B0
0
tB

00
0
tB

000
0

⇥ ! ! C0 such that:

(1) p = [0T ,'(p)) if p 2 B
0
0
;

(2) p = [0T ,'(p)] if p 2 B
00
0
;

(3) ' �B000
0 ⇥! is one-to-one and

(4) for all x 2 C0, { (p, n) 2 B
000
0

⇥ ! : x 2 [p,'(p)] } is finite.

Proof. First notice that clauses (1), (2), implicitly define ' �B0
0tB00

0
. Thus, it su�ces

to define ' �B000
0 ⇥!. Fix an enumeration without repetitions { (pk, nk) : 2 ! } of

B
000
0
⇥!. Now for each k 2 !, if f(pk) = 0, then choose '(pk, nk) <0,B000

0
pk such that

['(pk, nk), pk] ✓ Uk and '(pk, nk) > max{'(pj , nj) : j < k,'((pj , nj) <0,B000
0

pk }
and in case f(pk) = 1 choose '(pk, nk) >0,B000

0
pk such that ['(pk, nk), pk] ✓ Uk

and '(pk, nk) < min{'(pj , nj) : j < k,'((pj , nj) <0,B000
0

pk }. Observe that we can
choose such an element as the paths in B

000
0

are Dedekind cuts of C0. Notice that
condition (3) holds by construction. So we need only to check that the condition
(4) is satisfied. In order to verify it, fix x 2 C0 and choose N 2 ! so that x /2 Uk

for k � N . We show that x /2 [pk,'(pk, nk)] for any k � N . We now proceed by
cases:
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Case a: If x <0,B000
0

pk and f(pk) = 0, then the result follows as x /2 Uk and
['(pk, nk), pk] ✓ Uk.

Case b: If x <0,B000
0

pk and f(pk) = 1, then the result follows as pk <0,B000
0

'(pk, nk).

Case c: If x >0,B000
0

pk and f(pk) = 0, then the result follows as pk >0,B000
0

'(pk, nk).

Case d: If x >0,B000
0

pk and f(pk) = 1, then the result follows as x /2 Uk and
['(pk, nk), pk] ✓ Uk. ⇤

Lemma 3.7. The Boolean space X0 := P (T )/ ⇠0 is orderable.

Proof. First note that X is homeomorphic to P (T0), where T0 := C0 [ {xn,i,` : n <

n(j, `), i < i(`), ` < `(B0)}.
Now we define a linear order (L,�0) as follows: as a set

L := P (C0) [
[

{Z⇥ {x} : x 2 Im(�) }

we order the elements of P (C0) by inclusion and for each x 2 Im(') we insert a copy
of the integers Z⇥{x} between the paths [0T , x) and [0T , x] with its usual ordering.
The order on P (T0) will be the induced from the embedding � : P (T0) ! L. Define
� as follows: For each p 2 B

0
0
, let

� : { [0T , xn,K,p] : n < n(K, p),K 2 L0
p } ! Z� ⇥ {'(p) }

be any injection onto an interval that contains (�1,'(p)). For each p 2 B
00
0
, let

� : { [0T , xn,K,p] : n < n(K, p),K 2 Lp } ! Z+ ⇥ {'(p) }
be any injection onto an interval that contains (1,'(p)). Finally, for each p 2 B

000
0
,

let �([0T , xn,K,p]) := (0,'(p)). We claim that the order topology on X0 coincide
with the quotient topology. First observe that, since we preserve the root, { 0T }, C0

are the minimum, and maximum of P (T0), respectively. Notice that (X0,�0) is
a complete linear order and thus, the order topology is compact Haudor↵, since
both topologies are compact Hausdor↵, they are ✓-minimal (among all Hausdor↵
topologies). Hence, it su�ces to show that these topologies are comparable. We
shall show that for all x 2 T0 the set Nx are clopen in the order topology. As
we are dealing with several linear orders we will use the notation I(p,1) := { q 2
P (T0) : p �0 q } and similarly the self-explained notation I(�1, p). First observe,
that if x 2 T0 \ C0, then Nx is a finite discrete set in both topologies, so we are
done in this case. We now proceed by cases:

Case 1a: If [0T , x) 2 B
0
0
and [0T , x] 2 B

00
0
, then

Nx = (I([0T ,�
�1(�1, x)],1) [ F ) \G,

and
N

c
x = (I(�1, [0T ,�

�1(1, x)]) [G) \ F,
where

F = { [0T , t] : t 2 T0 \ C0, [0T , t] \ C0 2 B
000
0
,

'([0T , t] \ C0) <0,B000
0

x <0,B000
0

[0T , t] \ C0 }
and

G = { [0T , t] : t 2 T0 \ C0, [0T , t] \ C0 2 B
000
0
,

[0T , t] \ C0 <0,B000
0

x 0,B000
0

'([0T , t] \ C0) }.
By Lemma 3.6, F,G are finite sets. Hence, Nx is clopen in the order topology.



HEREDITARY INTERVAL ALGEBRAS 9

Case 1b: If [0T , x) 2 B
0
0
and [0T , x] /2 B

00
0
, then

Nx = (I([0T ,�
�1(�1, x)],1) [ F ) \G,

and
N

c
x = (I(�1, [0T , x]) [G) \ F,

where

F = { [0T , t] : t 2 T0 \ C0, [0T , t] \ C0 2 B
000
0
,

'([0T , t] \ C0) <0,B000
0

x <0,B000
0

[0T , t] \ C0 }
and

G = { [0T , t] : t 2 T0 \ C0, [0T , t] \ C0 2 B
000
0
,

[0T , t] \ C0 <0,B000
0

x 0,B000
0

'([0T , t] \ C0) }.
By Lemma 3.6, F,G are finite sets. Hence, Nx is clopen in the order topology.

Case 2a: If [0T , x) /2 B
0
0
and [0T , x] 2 B

00
0
, then

Nx = (I([0T , x),1) [ F ) \G,

and
N

c
x = (I(�1, [0T ,�

�1(1, x)]) [G) \ F,
where

F = { [0T , t] : t 2 T0 \ C0, [0T , t] \ C0 2 B
000
0
,

'([0T , t] \ C0) <0,B000
0

x <0,B000
0

[0T , t] \ C0 }
and

G = { [0T , t] : t 2 T0 \ C0, [0T , t] \ C0 2 B
000
0
,

[0T , t] \ C0 <0,B000
0

x 0,B000
0

'([0T , t] \ C0) }.
By Lemma 3.6, F,G are finite sets. Hence, Nx is clopen in the order topology.

Case 2b: If [0T , x) /2 B
0
0
and [0T , x] /2 B

00
0
, then

Nx = (I([0T , x),1) [ F ) \G,

and
N

c
x = (I(�1, [0T , x]) [G) \ F,

where

F = { [0T , t] : t 2 T0 \ C0, [0T , t] \ C0 2 B
000
0
,

'([0T , t] \ C0) <0,B000
0

x <0,B000
0

[0T , t] \ C0 }
and

G = { [0T , t] : t 2 T0 \ C0, [0T , t] \ C0 2 B
000
0
,

[0T , t] \ C0 <0,B000
0

x 0,B000
0

'([0T , t] \ C0) }.
By Lemma 3.6, F,G are finite sets. Hence, Nx is clopen in the order topology. It
follows that both topologies coincide. ⇤

Now we define a finer equivalence relation ⇠1 using the chain C1. Let p = C0\C1

and let K be the class of Tp/ ⌘p which contains C1. If K has a minimum, then
K = [x0,K,p]0 is a clopen set in X and consider the rooted pseudotree T1 = { t 2
T : t � x0,K,p }. We identify the paths of P (T1) with the elements of Nx0,K,p via
the map p 7! [0t, x0,K,p)[p. Define an equivalence relation ⇠1 on the paths P (T1),
as before, using the path C1 \ [0T , x0,K,p) and we also obtain a linear order �1.
When K has no minimal element, we apply the previous process, separately, to the
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clopen sets [xn,K,p]0 using the rooted pseudotrees T
n
1

:= { t 2 T : t � xn,K,p, t ?
xn�1,K,p }.

Proceeding in this way, we construct a sequence of finer equivalence relations ⇠n

and linear orders �n on Xn := X/ ⇠n such that for all n 2 !,

• for all p, q 2 X, p ⇠n q implies p ⇠n+1 q,
• the order topology induced from �n coincide with the quotient topology
on Xn,

• the natural map ⇡n+1,n : Xn+1 ! Xn, [x]n+1 7! [x]n is a continuous non-
decreasing surjection.

Let X1 be the inverse limit of the inverse system (⇡n+1,n : Xn+1 ! Xn;n 2 !)
and define a linear order �1 on X1 as follows x �1 y i↵ ⇡n(x) �n ⇡n(y) for all
n 2 !.

We are now ready to finish the proof of Theorem 3.2.

Lemma 3.8. X is homeomorphic to X1 and the order �1 induces the Cantor
topology on X.

Proof. First we verify that X is homeomorphic to X1. Define h : X ! X1 by
sending x ! h(p)(n) = [p]n. It is clear that h is continuous and since X is compact,
it su�ces to show that h is a bijection. Let us first verify that h is one-to-one. Fix
p 6= q 2 X and pick an element t 2 p 4 q. Find n 2 ! such that t 2 Cn. It
follows from the definition of ⇠n that p 6⇠n q. Now let us check that h is onto
let x 2 X1. Pick pn 2 X so that x(n) = [pn]n. Notice that [pn+1]n+1 ✓ [pn]n
since the equivalence classes are closed and X is compact it follows that there is a
p 2

T
n[pn]n. Thus, h(p) = x as required.

We are left to show that the order topology coincide with the Cantor topology.
In order to do so, we first prove that (X,�1) is a complete linear order. Let
A ✓ X be given. Consider the set An; = { [x]n : x 2 A }, and choose an 2 X so
that [an]n = supAn. Observe that for any n 2 !, [an+1]n=1 ✓ [an]n. It follows that
{ a } :=

T
n2![an]n is equal to the supremum of A.

Let us now show that both topologies coincide, by using the same argument as
above, it is su�cient to show that the initial (final) segments I(�1, p)(I(p,1))
are open in the Cantor topology. Notice that I(�1, p) =

S
n ⇡

�1

n (I(�1, [p]n).
Thus, I(�1, p) is an open set. Analogously, the final segments are also open. This
concludes the proof of the Lemma. ⇤

4. Comparison with classical cardinal invariants.

In this section we shall compare the cardinal hia with the cardinals in the Cihoń’s
diagram and we also show that it is consistent that b < hia.

Lemma 4.1. b  hia  min{ d, non(M) }.

Proof. As mentioned before the first inequality follows from [4]. The inequality
hia  non(M) follows from the trivial observation that for any f 2 2Q any G�-set
in the (X [Q, ⌧f ,) which contains Q is comeager. Let us now verify that hia  d.
Fix a -dominating family F of functions g : Q ! ! \ { 0 } of cardinality d, we may
also assume that for every g 2 F the set |g�1([0, n])| is finite for all n 2 !. For each
g 2 F , recursively construct a sequence of rational numbers (qs 2 Q : s 2 2<!) and a
Cantor’s scheme of closed intervals (Is : s 2 2<!) such that Is = [�✏s+qs, qs+✏s] ✓
(� 1

g(qs)
+ qs, qs +

1

g(qs)
), Isa0 ✓ (�✏s + qs, qs), and Isa1 ✓ (qs, qs + ✏s). Choose

X ✓ R \ Q of cardinality @1 so that for each x 2 X there is a sx 2 2! so that
{x } =

T
n2! Isx�n. Let us write Xg as Xg := {x↵ : ↵ 2 !1 }. For each ↵ 2 !1, set
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a↵ := {q 2 Q : 0 < x↵� q <
1

g(q)}, and b↵ := {q 2 Q : 0 < q�x↵ <
1

g(q)}. It follows
from the properties of the construction that a↵, b↵ are both infinite and disjoint.
Moreover, the family (a↵, b↵ : ↵ 2 !1) forms a Luzin gap (see [19]). In order to
verify this, let ↵ 6= � 2 !1 be given, and let n = �(sx, sy). We have that either
qsx�n 2 a↵ \ b� or qsx�n 2 a� \ b↵. Now set X :=

S
g2F Xg. Notice that clearly

|X|  d.

Claim 4.2. For any f 2 2Q, the rational numbers Q are not G� in the generalized
order space (X [Q, ⌧f ,).

Proof of the claim. Suppose for a contradiction that there is a function f 2 2Q,
and a G�-set G which contains Q so that G\ (X [Q) = Q. Let c = f

�1(0). Using
the fact that F is dominating we can find g 2 F such that

G̃ :=
\

n2!

(
[

q2c

(� 1

max{n, g(q) } + q, q] [
[

q/2c

[q, q +
1

max{n, g(q) } ) ✓ G.

Notice that if |c \ a↵| = !, then x↵ 2
T

n2!(
S

q2c(�
1

max{n,g(q) } + q, q]), and anal-

ogously if |(Q \ c) \ b↵| = !, then x↵ 2
T

n2!(
S

q/2c[q, q +
1

max{n,g(q) } ). Thus, for

any ↵ 2 !1 we have that a↵ \ c =⇤ ; and b↵ ✓⇤ c, i.e., c separates the Luzin gap
(a↵, b↵ : ↵ 2 !1) which is impossible. ⇤

Before proceeding any further we will make a straightforward reformulation of
the cardinal invariant hia in terms of the Cantor set. Recall that given any A ✓ 2<!

the G�-closure ⇡
00(A) := {x 2 2! : 91n x � n 2 A }. Let Q = (0, 1) \ Q, and

Y := [0, 1] ⇥ { 0 } [ Q ⇥ { 1 }. Observe that for any f 2 2Q, the generalized order
space (I,, ⌧f ) can be identified with the set

Z := Y \ ({ (q, 1) 2 Q⇥ { 1 } : f(q) = 0 } [ { (q, 0) 2 Q⇥ { 0 } : f(q) = 1 }),

with the subspace topology in Y . Also notice that (Y,) is isomorphic to (2!, <lex),
as both as topological spaces, and as linear orders. Finally, recall that a set A ✓ 2<!

is adequate if there is a � : 2<! ! 2 such that for every s 2 2<! there are infinitely
many n such that s_�(s)n 2 A.

Therefore, in light of the above discussion we obtain that:

Theorem 4.3. hia = min{|X| : X ✓ 2! \Q, X \ ⇡
00(A) 6= ; for all adequate A}.

Armed with the previous theorem we shall obtain a more precise upper bound
of hia using a variation of b. In order to do so, we recall a few definitions.

Definition 4.4. An interval partition is a partition of ! into (infintely many)
finite intervals In(n 2 !). We always assume that the intervals are numbered in
the natural order, so that, if in denotes the left endpoint of In then i0 = 0 and
In = [in, in=1). We say that the interval partition { In : n 2 ! } dominates another
interval partition { Jn : n 2 ! } if 81n 9k (Jk ✓ In).

The first part of the following theorem is a well-known reformulation of b (see
[5]). The second part was pointed out to us by Osvaldo Gúzman-González, and it
is probably folklore. However, since we were unable to find a reference we give a
proof for convenience of the reader.

Theorem 4.5. b is the smallest cardinality of any family of interval partitions not
all dominated by a single partition. Equivalently, b is the smallest cardinality of
a family F of interval partitions such that for any interval partition { Jn : n 2 ! }
there is an interval partition { In : n 2 ! } 2 F so that 91n 9k (Jk ✓ In).
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Proof. Fix a family F of interval partitions not all dominated by a single partition
of cardinality b. For each I = { In : n 2 ! } 2 F , let Ie = { I2n[I2n+1 : n 2 ! } and
Io = { I0 } [ {I2n+1 [ I2n+2 : n 2 ! }. Set G = { Ie : I 2 F } [ { Io : I 2 F }. We
claim that G is as required. Let { Jn : n 2 ! } be any given interval partition. By
the first part, we can find I 2 F so that I is not dominated by { Jn : n 2 ! }. For
any given Jn that does not contain any interval of I, let kn be the index such that
jn 2 Ik if jk+1 � in+1, then Jn ✓ Ikn . On the other hand, if jkn+1 < in+1, then
jkn+2 > in+1, as Ikn+1 6✓ Jn. Thus, in either case Jn ✓ Ikn [ Ikn+1. It follows that
Ie or Io work, depending on weather there are infinitely many indexes kn which
are even or odd. ⇤

We consider the following variant of b.

Definition 4.6. Let b2 be the smallest cardinality of a family F of interval parti-
tions such that for any interval partition { Jn : n 2 ! } there is an interval partition
{ In : n 2 ! } 2 F so that 91n 9k1, k2 (Jk1 ✓ In ^ Jk2 ✓ In+1 ).

Proposition 4.7. hia  b2.

Proof. Fix a family F of interval partitions of cardinality b2 satisfying Definition
4.6. For each I := { In : n 2 ! } 2 F , let xI 2 2! be defined as follows xI(k) = 0
i↵ k 2 I2n for some n 2 !. Let X = {xI : I 2 F }. It su�ces to show that
X \ ⇡

00(A) 6= ; for all adequate sets A. Fix an adequate set A and � : 2<! ! 2
such that for every s 2 2<! there are infinitely many n such that s

_
�(s)n 2 A.

Recursively construct an interval partition { Jn : n 2 ! } as follows. Let j0 = 0,
and suppose that jn has been constructed. For any s 2 2jn , let `s be so that
s _ 0`s 2 A if there is such an `, otherwise set `s = 0 and let ks be so that
s _ 1ks 2 A if there is such a k, otherwise set ks = 0. Define ms = max{ `s,ms }.
Finally let jn+1 = 1 + jn = max{ms : s 2 2jn }. We claim that for any n so that
9k1, k2 (Jk1 ✓ In ^ Jk2 ✓ In+1 ), we can find a k � in so that xI � k 2 A. Fix such
an n, and let k1, k2 minimal such that Jk1 ✓ In and Jk2 ✓ In+1. Let s = xI � ik1 .
It follows from the construction of xI that if s _ ✏

ms extends an element of A and
xI(jk1) = ✏, then xI extends an element of A of length at least jk1 + 1. On the
other hand, if this is not the case then all the extensions of s prefer the other color
and hence, xI extends an element of A of length at least jk2 + 1. ⇤

Definition 4.8. Given s 2 2<!
, and (m, ✏) 2 ! ⇥ 2, let s ⇤ (m, ✏) denote the

sequence s
_
✏
m.

The rest of the section is devoted to the proof of the following theorem.

Theorem 4.9. Given any uncountable regular cardinal , it is consistent that µ = 

and b = @1.

Proof. Let Q denote the collection of all elements of the Cantor’s set which are
eventually constant. Let P denote the forcing notion consistent of elements of the
form p = h�p, Fpi where �p : 2np ! ! ⇥ 2 for some np 2 ! and Fp 2 [2! \Q]<!

and for any f, g 2 Fp there is an i 2 dom(f) \ dom(g) such that f(i) 6= g(i). It is
worth pointing out that, we allow finite functions in Fp to make the forthcoming
arguments work through.

We order P as follows: p  q if �p w �q, for all f 2 Fq there is a g 2 Fp so
that f v g, and for every f 2 Fq and k 2 !, if f � k 2 dom(�p) \ dom(�q) then
f 6w f � k ⇤ �p(f � k).

Clearly P is a �-centered poset since h�, F i and h�, Gi are compatible with com-
mon extension h�, Hi, where H consists of the end nodes of the tree (F [G,v).
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If G is a P-generic filter over V , and �G :=
S
{� : 9F (h�, F i 2 P } and A =

{ s_✏
n : s 2 2<!

, n � m, for (m, ✏) = �G(s) } then V [G] |= (2! \Q)\V \⇡
00(A) = ;.

thus we can make µ =  by iterating, over a model of CH, the poset P,  many
times with finite support. So it su�ces to show that in the final model, the ground
model reals are still unbounded.

In order to do this, we use some notions and techniques from [6]. Given a poset
P, a function h : P ! ! is called a height function i↵ p  q implies h(p) � h(q)
for any p, q 2 P. A pair (P, h) is soft i↵ P is a poset, h is a height function and the
following three conditions hold:

(I) If pn(n 2 !) is a decreasing sequence and 9m 2 ! 8n 2 !(h(pn)  m),
then there is a p 2 P so that p  pn for all n 2 !.

(II) Given p, q 2 P and m 2 ! there is {qi : i 2 `} ✓ P so that
(i) for all i 2 ` (qi  q and qi ? p),
(ii) whenever q

0  q is incompatible with p and h(q0)  m then there is
i 2 ` such that q0  qi.

(III) if p, q are compatible, there is an r  p, q with h(r)  h(p) + h(q).

Lemma 4.10 ([6]). Suppose P is a ccc poset, h is a height function on P, and
(P, h) is soft then any unbounded family of functions in !

! \ V is still unbounded
in V [G], where G is P-generic over V .

Thus, we are left to show.

Lemma 4.11. P is a soft poset.

Proof. Let h : P ! ! be defined by

h(p) := max{|�p|,max(ran(⇡0 � �p), |Fp|}.
Obviously h is a height function. Let us verify that P satisfies condition (I) of

the definition of soft. Given a decreasing sequence h�n, Fni(n 2 !) of conditions of
bounded height, it becomes eventually constant in the first coordinate, let say �,
and the cardinality of the set of functions is also eventually constant. For instance,
assume that Fn = {fn

i ı 2 `} for n � k, where the enumeration is given by the
lexicographical order. It follows that for n � m � k, f

m
i v f

n
i for all i 2 `. Set

fi :=
S

n�k f
n
i , then h�, {fi : i 2 `}i is a lower bound. Condition (III) is trivial, so

we are left with (II).

Before going into the proof, we introduce some notation. Given � @ ⌧ and
F 2 [2! \ Q]<!, we say that ⌧ respects F if for every f 2 F and k 2 !, if
f � k 2 dom(⌧) \ dom(�) then f 6w f � k ⇤ �p(f � k).

Let p = h�, F i, q = h⌧, Gi 2 P be given. Note that p and q are compatible i↵
� v ⌧ ( resp. ⌧ v �) and ⌧ respects F (resp. � respects G). Hence, p and q are
incompatible i↵ either � is incompatible with ⌧ or � v ⌧ (resp. ⌧ v �) and ⌧ does
not respect F (resp. � does not respect G).

If q ? p or q  p, then condition (II) is trivial. So assume that p and q are
compatible and q 6 p. We now describe how to construct the desire finite set.

(i) Suppose � v ⌧ . Then we take all the conditions of the form h⌧ 0, Gi extend-
ing q such that dom(⌧ 0) ✓ m and ran(⌧ 0) ✓ m ⇥ 2 such that ⌧

0 does not
respect F .

(ii) Assume ⌧ @ �. We take all the conditions of the form h⌧ 0, G0i extending q

such that dom(⌧ 0) ✓ m and ran(⌧ 0), |G0|  m and either
(a) G = G

0 and ⌧
0 is incompatible with � or

(b) ⌧
0 @ � and G

0 = G [ {s ⇤ ⌧(s)} for some s 2 dom(�) \ dom(⌧ 0) or
(c) G

0 = G and � @ ⌧
0 and ⌧

0 does not respect F .
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We have, for each case, a finite set of conditions and it is straightforward to
verify that each condition of height  m below q and incompatible with p is below
one of the described conditions. This finishes the proof of the theorem. ⇤

5. ZFC results

In this section we show that the interval algebra over a Hausdor↵ gap is heredi-
tary.

Recall that a subspace X of the reals is a �
0-set if every countable set D ✓ R

is a relative G� in X [ D. Let (a↵, b↵ : ↵ 2 !1) be a Hausdor↵ gap. By making
finite modifications to the elements of the gap we may assume that L := { a↵ : ↵ 2
!1 } [ { b↵ : ↵ 2 !1 } is dense in 2!. Thus, the order and subspace topologies on L

coincide.

It is well known (see [11]) that L is a �
0-set. The rest of the section is devoted

to the proof of the following theorem.

Theorem 5.1. The interval algebra B(L) is hereditary.

The proof will be done in a series of Lemmas. Let A be a subalgebra of B(L),
by Theorem 3.1, there is a rooted pseudotree T ✓ B(L) (ordered by inclusion)
such that A ⇠= B(T ). Since A is �-centered we can decompose T into a countable
union of chains. It follows from the results in Section 2, specifically Lemma 3.6,
that it su�ces to show that given any chain C in B(L) and any countable set D of
Dedekind cuts of C the set D is a G� in B [C with the order topology. Let us first
show a weaker version of this result.

Lemma 5.2. Let X ✓ L, and D ✓ 2! a countable set. Then D is a G� in X [D

with the order topology.

Proof. For each x 2 X define IX(�1, y) := { y 2 X : y < x }, and similarly define
IX(y,1). Without loss of generality, we may assume that the elements of D in
X[D are not isolated, as the set of isolated points is open and can be easily handled.
Now for any d 2 D let d� := sup IX(�1, d) and d

+ := inf IX(d,1) (we take both
the supremum and the infimum inside 2!). Set D̃ = { d� : d 2 D } [ { d+ : d 2
D }. Since L is a �

0-set, we can find a sequence of open sets Un(n 2 !) so thatT
n2! Un \ (L [ D̃) = D̃. For each n 2 !, d

�
, d

+ 2 D̃, choose x, y, z, w 2 L so that
x < d

�
< y, y < d

+
< w and (x, y)[(z, w) ✓ Un. Now choose and , b

n
d 2 X such that

x < a
n
d < d

� and d
+

< b
n
d < w. If either d

+ or d
� are maximum or a minimum

just do the construction from one side. Define Vn =
S

d2D(and , b
n
d ). It is easy to

verify that
T

n2! Vn \ (X [D) = D. ⇤

Lemma 5.3. Let C be a linear order set, D a countable set of Dedekind cuts of C,
and let C =

S
n2! Cn. If D is G� in Cn [D with the order topology, then D is a

G� in C [D with the order topology.

Proof. Choose Gn to be a G� in Cn [ D with the order topology which satisfies
that Gn \ (Cn [D) = D. It follows that G =

T
n2! Gn is a G� in C [D and it is

as required. ⇤

We are now ready to prove.

Lemma 5.4. Let C ✓ B(L) be a chain in the Boolean order, and let D be a
countable set of Dedekind cuts of C. Then D is a G� in C [ D with the order
topology.
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Proof. Wemay assume that C is uncountable as otherwise the result is trivial. Since
every element t 2 C can be written in the form [at

0
, a

t
1
) [ · · · [ [at

2m(t)�2
, a

t
2m(t)�1

),

where a
t
0
< a

t
1
< · · · < a

t
2m(t)�2

< a2m(t)�1. Observe that, by our choice of the

gap, the intervals [a2k, a2k+1) are infinite for k < m. We can decompose C as
the countable union of the sets Cn := { t 2 C : n(t) = t }. Now for each t 2 Cn,
we can find rational numbers q

t
k, r

t
k (k < 2n � 1) such that a

t
0
< q

t
0
< r

t
0
<

a
t
1
< q

t
1
< r

t
1
< a

t
2
< q

t
1
< r

t
1
< · · · < a

t
2m�2

< q
t
2m�2

< r
t
2m�2

< a
t
2m�1

.
We call such a set a frame of t, (see [3]). For each F 2 Q4m�2, we can further
decompose each Cn into countably many pieces Cn,F , where Cn,F is the set of all
elements of Cn which have F as a frame. By the previous Lemma, we may reduce
it to the case C = Cn,F . Observe that, D might no longer be a Dedekind cut
in Cn,F . However, without loss of generality, we may assume that D does not
have isolated points. Notice that, by construction, given any t, s 2 C, s ✓ t i↵
a2k

t
< a2k

s, and a
s
2k+1

< a
t
2k+1

for k < m. Set A0 = { a 2 L : 9t 2 C, a =

a
t
0
}. For each d 2 D, let A

�
0
(d) := { a 2 L : 9t 2 C t < d, a = a

t
0
} and

let A
+

0
(d) := { a 2 L : 9t 2 C t > d, a = a

t
0
}. Define d

�
0

:= supA�
0
(d), and

d
+

0
:= inf A+

0
(d), where the supremum and infimum are taken inside 2!. Define

D̃
0 = { d�

0
: d 2 D, d

�
0
is not a maximum, } [ { d+

0
: d 2 D, d

+

0
is not a minimum }.

It follows from Lemma 5.2 that there is a G� set G0, say G
0 =

T
n2! U

0

n, in A0 [ D̃

so that G \ (A0 [ D̃) = D̃.

Now for each d 2 D, and n 2 !, define t
�
0,d,n, t

+

0,d,n 2 C as follows:

Case 1a: If d�
0

is a maximum, let t�
0,d,n to be any element t 2 A

�(d) such that

a
t
0
= d

�
0

(in this case the sequence is constant);

Case 1b: If d�
0

is not a maximum, let t�
0,d,n to be any element t 2 A

�(d) such

that (at
0
, d

�
0
] ✓ U

0

n;

Case 2a: If d+
0

is a minimum, let t+
0,d,n to be any element t 2 A

+(d) such that

a
t
0
= d

+

0
(in this case the sequence is constant);

Case 2b: If d+
0

is not a minimum, let t+
0,d,n to be any element t 2 A

+(d) such

that [d+
0
, a

t
0
) ✓ U

0

n.

We now carry out an analogous argument by considering the sets A1 = { a 2
L : 9t 2 C, a

t
1
= a }, and for each d 2 D, let A�

1
(d) = { a 2 L : 9t 2 C, t < d, a =

a
t
1
} in case d

�
0

is not a maximum, otherwise let A
�
1
(d) = { a 2 L : 9t 2 C, t <

d, a = a
t
1
, a

t
0
= d

�
0
}, and let A+

1
(d) = { a 2 L : 9t 2 C, t > d, a = a

t
1
} in case d+

0
is

not a minimum, otherwise let A+

1
(d) = { a 2 L : 9t 2 C, t > d, a = a

t
1
, a

t
0
= d

+

0
}.

Proceeding in this way, we construct a sequence t
±
`,d,n (` < 2m, d 2 D,n 2 !) of

elements of C, suborders A` (` < 2m) of C, and G�’s G
`(=

T
n2! U

`
n) (` < 2m)

such that:

• (D̃` [A`) \G
` = D̃

`, for ` < 2m;

• a
t�`,d,n
` = d

�
` if d�` is maximum;

• (a
t�`,d,n
` , d

�
` ] ✓ U

`
n if d�` is not a maximum;

• a
t+`,d,n
` = d

+

` if d+` is minimum;

• [d+` , a
t+`,d,n
` ) ✓ U

`
n if d+` is not a minimum.

For each d 2 D, and n 2 ! let snd , be equal to the immediate predecessor of d in
C if it exists, and otherwise let snt = max{ t�`,d,n : ` < 2m }.
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Let tnd to be equal to the immediate successor of d in C if it exists, and otherwise
set tnd = min{ t+`,d,n : ` < 2m }. Set Un =

S
d2D(snd , t

n
d ) and let G =

T
n2!. It follows

from the construction that G\ (C [D) = D as required. This concludes the proof
of the Lemma. ⇤

6. Open Problems

It might be interesting to carry a deeper analysis on the relation between the
cardinal invariant hia and the other classical cardinal invariants. In particular, the
following natural questions are left open from our work.

Problem 6.1. Is hia = min{d, non(M)}?

A natural model to test this problem is the finite support iteration of the even-
tually di↵erent forcing.

The following problem is also open.

Problem 6.2. Are the cardinals s and hia comparable?
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